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A B S T R A C T

Critical evaluation underpins the practices of science. In a three-year classroom-based research project, we
developed and tested instructional scaffolds for Earth science content in which students evaluate lines of evi-
dence with respect to alternative explanations of scientific phenomena (climate change, fracking and earth-
quakes, wetlands and land use, and formation of Earth’s Moon). The present paper documents a quasi-experi-
mental study where high school Earth science students completed these instructional scaffolds, including an
explanation task scored for evaluative levels (erroneous, descriptive, relational, and critical), along with mea-
sures of plausibility reappraisal and knowledge. Repeated measures analyses of variance reveal significant in-
creases in plausibility and knowledge scores for students completing instructional scaffolds that promoted stu-
dents’ evaluations about the connections between lines of evidence and two alternative explanations, whereas
evaluations about connections between lines of evidence and only one alternative show no change in scores. A
structural equation model suggests that students’ evaluation may influence post instructional plausibility and
knowledge. The results of this study demonstrate that students’ active evaluation of scientific alternatives and
explicit reappraisal of plausibility judgments can support deeper learning of Earth science content.

1. Introduction

Scientific literacy involves both knowing what scientists know and
knowing how scientists know what they know. Recent science education
reform efforts capture these two essential components (i.e., the what
and the how of scientific knowledge) in a three-dimensional learning
framework that intertwines scientific practices, crosscutting concepts,
and disciplinary core ideas (National Research Council [NRC], 2012;
NGSS Lead States, 2013). In this framework, evaluative processes act as
a central hub linking the scientific activities of empirical inquiry and
constructing explanations. Although the framework embeds reasoning
throughout, evaluation as argument, critique, and analysis is central to
scientific thinking and knowledge construction (NRC, 2012).

Evaluation often follows a dynamic and iterative cycle in the sci-
entific enterprise. For example, some climatologists construct ex-
planatory and predictive models representing Earth’s atmosphere, and
then collect empirical data to calibrate these models. Evaluation of
connections between lines of evidence (e.g., sea surface temperatures)

and scientific explanations (e.g., the interdependence of oceans and
atmosphere) could lead to subsequent model refinements and valida-
tion with additional empirical data. Conant (1951) describes this dy-
namic and evaluative process as the speculative enterprise of science,
where scientific knowledge construction is complex and requires ma-
ture, evaluative thinking (Kuhn & Pearsall, 2000). But such thinking
may be difficult for students to learn and for teachers to teach (see, for
example, Erduran & Dagher, 2014; Klopfer, 1969). Because of this
difficulty, instructional scaffolds may be required to help students learn
how to critically evaluate connections between evidence and explana-
tions (Greene, Hutchison, Costa, & Crompton, 2012; Li et al., 2016) and
construct scientifically accurate knowledge (Duschl, 2008; Sandoval &
Reiser, 2004).

Our recent classroom-based research project focused on developing
and testing instructional scaffolds—called Model-Evidence Link (MEL)
diagrams1—that facilitate students’ evaluations and judgments during
knowledge construction (Fig. 1). Our project concentrated on the Earth
science domain, which includes many topics that are challenging for
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students because: (a) the underlying scientific principles are complex,
(b) the processes frequently occur over very long time and large spatial
scales, and (c) students have difficulty understanding how scientifically
accurate explanations are constructed. Furthermore, some topics in
Earth science are particularly salient because they concern issues of
great local, regional, and global importance (e.g., climate change; see,
for example, Sadler, Klosterman, & Topcu, 2011). Therefore, in-
vestigating scaffolds (e.g., the MEL) that help students think more sci-
entifically about Earth science—specifically within a classroom con-
text—may be both relevant and useful to systematically understand
contemporary learning environments (Barab & Squire, 2004). Our
project, and specifically the present study, comparatively examines
MELs in authentic secondary classroom settings with the goal of gau-
ging how Earth science students can deepen their knowledge about
natural phenomena through scientific evaluations and judgments.

The present study examines the MEL in comparison to two other
scaffolds. Lombardi, Nussbaum, and Sinatra (2016) argued that eva-
luative comparisons of alternative explanations could facilitate stu-
dents’ knowledge construction through increased cognitive engage-
ment. Therefore, we specifically compared the MEL, where students
evaluate connections between lines of evidence and two alternative
explanations (i.e., the scientific alternative vs. another alternative), to
the Mono-MEL, where students evaluate connections between lines of
evidence and only one explanation (i.e., the scientific alternative). We
also compared the MEL, where students evaluate connections dia-
grammatically, to the Model-Evidence Link Table (MET), where stu-
dents evaluate connections using tables and letter codes. In subsequent
sections, we elaborate further on our justifications for comparing these
three scaffolds.

We built our project on a theoretical perspective that posits the
following: learners may construct scientifically accurate knowledge
through a process of generating explicit evaluations about scientific
evidence and reappraising their plausibility judgments about explana-
tions (Lombardi, Nussbaum et al., 2016). This perspective has both
philosophical foundations (Rescher, 2009; Salmon, 1994), and em-
pirical bases in educational, developmental, and cognitive psychology

(Chinn & Brewer, 2001; Collins & Michalski, 1989; Connell & Keane,
2006; Dole & Sinatra, 1998; Kuhn & Pearsall, 2000; Nussbaum, 2011)
and science education research (Braaten & Windschitl, 2011; Chi, 2005;
Chinn & Brewer, 1993). Our discussion below highlights the extant
literature supporting this theoretical perspective, as well as recent
empirical work examining ways to promote scientific thinking and
knowledge construction through more critical evaluations and judg-
ments, and situates this perspective within the context of the present
study.

1.1. Evaluation, plausibility, and knowledge

All scientific practices emerge from “processes of perpetual eva-
luation and critique that support progress in explaining nature” (Ford,
2015, p. 1043), and recent science education reform efforts call for
students to engage in the scientific practices to help them achieve
college- and career-readiness (NRC, 2012). To effectively participate in
these practices, students should cognitively evaluate scientific evidence
and “plausible explanation[s] for an observed phenomenon that can
predict what will happen in a given situation” (NRC, 2012, p. 67). The
scientific community also compares the plausibility of alternative ex-
planations when constructing scientific models and theories. Yet within
the context of certain Earth science phenomena (e.g., climate change
and hydraulic fracturing, aka “fracking”), scientists may generate ex-
planations that seem implausible to students. In contrast, alternative lay
explanations about such phenomena – such as the notion that in-
creasing amounts of energy received from the Sun are the cause of
current climate change – may seem more plausible than scientific ones.
Students may consider this lay explanation more plausible than the
scientific explanation that human activities are the cause of current
climate change. This difference in judgments about what explains a
phenomenon is what Lombardi, Sinatra, and Nussbaum (2013) call a
“plausibility gap.”

Plausibility judgments may be associated with critical and scientific
thinking. For example, Beyer (1995) says that questioning the plausi-
bility of explanations is one characteristic of skepticism, a disposition of

Fig. 1. A student example of the fracking Model-Evidence Link (MEL) diagram.
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critical thinkers. Differentiating between evidence that supports the
truthfulness of a claim, and theory that supports the plausibility of a
claim, is also a characteristic of those who are developing scientific
thinking skills (Kuhn, 1999). By examining a theory’s potential truth-
fulness, plausibility judgments used in a critical mode may be evalua-
tive. Such critical evaluations about the plausibility of explanations are
also fundamentally linked to an individual’s knowledge (Willingham,
2008), based on the presupposition that plausibility judgments are
tentative in nature and may contribute to knowledge construction
(Lombardi, Nussbaum et al., 2016). Although explicit and critical
evaluations of novel explanations may influence appraisals of plausi-
bility, people’s implicit perceptions and biases may activate cognitive
processes that are not reflective and purposeful. Lombardi, Nussbaum
et al. (2016) speculate that plausibility judgments often form implicitly
and without much thought, thereby necessitating that students be more
critically evaluative when judging the plausibility of scientific ex-
planations.

Plausibility judgments have also long been theoretically implicated
as one of many important factors in the process of science learning (see,
for example, Chinn & Brewer, 1993; Dole & Sinatra, 1998; Kapon &
diSessa, 2012; Posner, Strike, Hewson, & Gertzog, 1982), but until re-
cently, almost no empirical research has validated the importance of
plausibility in knowledge construction and reconstruction (see
Lombardi, Nussbaum et al., 2016, for a detailed philosophical, em-
pirical, and theoretical review). Although recent research (see, for ex-
ample, Lombardi, Bickel, Bailey, & Burrell, 2018) shows that im-
portance of plausibility judgments in knowledge construction,
Lombardi, Nussbaum et al. (2016) state that students are only most
“likely to engage with ideas that are perceived to have [both] high
plausibility and cognitive utility” (p. 49). Indeed, other factors, such as
commitment-based social group membership, could override increased
plausibility (Dole & Sinatra, 1998), which makes the process of con-
structing conceptions consistent with scientific understanding difficult
(Chi, 2005). Lombardi, Nussbaum et al. (2016) recently proposed a
theoretical model that posits initial plausibility judgments might be
reappraised through the process of being critically evaluative (i.e.,
plausibility reappraisal may elevate initial plausibility judgments from
regimes of low/implicit evaluation to high/explicit evaluation). Re-
appraisal, in turn, may be a component of constructing scientifically
accurate knowledge, but only if the plausibility judgment is now con-
sidered greater than the plausibility of preexisting and/or alternative
conceptions, and only if other factors, such as personal stake in the
outcome, do not strongly override the plausibility judgment.

1.2. Scientific thinking through evaluation

Students may be naturally curious about scientific topics, but they
are not necessarily evaluative as they consider hypotheses and theories
constructed by scientists. The process of evaluation can involve judg-
ments about the relationship between evidence and alternative ex-
planations of a particular phenomenon (McNeill, Lizotte, Krajcik, &
Marx, 2006). Therefore, when students are more critical in their eva-
luation of scientific knowledge they will seek to weigh the strengths and
weaknesses in the connection between evidence and explanations, and
gauge how well evidence potentially supports both an explanation (e.g.,
an argument, a scientific model) and its plausible alternatives (e.g., a
counterargument, a contrary hypothesis). Students’ evaluations should
also reflect on the process of knowledge construction to promote deeper
understanding (Mason, Ariasi, & Boldrin, 2011). When students model
practices used by scientific experts they may cognitively reflect and
evaluate in a manner similar to scientists (Duschl, Schweingruber, &
Shouse, 2007). Students who engage in reflective evaluation under-
stand that scientific knowledge emerges from collaborations that are
constructive, critical, and open to revision (Nussbaum, 2008). Because
students may not be critically reflective when engaging in collaborative
knowledge construction, they may need instructional scaffolds to

evaluate the quality of explanations (Gijlers & de Jong, 2009; Kyza,
2009; Metz, 2004; Nussbaum & Edwards, 2011). Instructional scaffolds
that facilitate students’ coordination of lines evidence with alternative
explanations (e.g., the MEL) hold some promise for deepening students’
science learning (Chinn & Buckland, 2012; Lombardi, Danielson, &
Young, 2016). Such scaffolds may be particularly useful because the
process of weighing the connections between lines of evidence and
more than one explanation may help students become more scientific
and critical in their evaluations, which in turn could promote plausi-
bility reappraisal and deeper knowledge construction (Lombardi et al.,
2018, 2013, Lombardi, Danielson et al., 2016).

1.3. Relating evaluation and plausibility

Researchers have implicated plausibility judgments in facilitating
co-construction of knowledge in discourse associated with collaborative
argumentation (Duschl et al., 2007; Nussbaum, 2011). Researchers
have also proposed that plausibility may be an important judgment
involved in construction of scientifically accurate knowledge (Dole &
Sinatra, 1998; Pintrich, Marx, & Boyle, 1993; Posner et al., 1982).
Lombardi, Nussbaum et al.’s (2016) theoretical model describes how
plausibility judgments often may be formed through automatic cogni-
tive processes (i.e., cognitive activities that require very little atten-
tional capacity; LaBerge & Samuels, 1974; Stanovich, 1990). However,
explicit prompting (i.e., via instruction) may facilitate reappraisal of
these implicit plausibility judgments toward a more scientific stance.
Such instruction may be particularly relevant for complex and abstract
scientific topics (e.g., climate change), where a gap exists between what
students and scientists find plausible.

Empirical research has revealed that a plausibility gap exists for the
topic of global climate change among middle school students (Lombardi
et al., 2013), undergraduate students (Lombardi & Sinatra, 2012;
Lombardi, Danielson et al., 2016), and elementary and secondary sci-
ence teachers (Lombardi & Sinatra, 2013). To address this gap,
Lombardi et al. (2013) developed a MEL for the topic of climate change.
Grade 7 students who used this MEL experienced significant shifts in
both plausibility and knowledge toward the scientifically accepted
model of human-induced climate change. These students also retained
their knowledge gains six months after instruction. In comparison,
grade 7 students at the same school and taught by the same teachers did
not experience plausibility or knowledge shifts when experiencing an-
other instructional activity designed to promote scientific inquiry and
deeper understanding of climate change (Smith, Southard, & Mably,
2002). This comparison activity asked students to construct their own
explanations based on evidence, rather than weigh evidence between
two competing models of climate change (i.e., as the treatment activity
did). Lombardi et al. (2013) speculated that the students’ plausibility
reappraisal—a skill that is important for understanding the develop-
ment of scientific knowledge (Duschl et al., 2007; Hogan & Maglienti,
2001)—was related to the MEL’s ability to facilitate students’ critical
evaluation. Plausibility reappraisal, in turn, may have promoted the
students’ enduring knowledge gains (Erduran & Dagher, 2014).

1.4. Linking scientific practices to evaluation and plausibility reappraisal

Recent empirical research closely examining student work on the
MEL activities shows that students engage in various levels of evalua-
tion when considering alternative explanations about Earth and space
science phenomena and that these evaluation levels are significantly
related to plausibility appraisals and knowledge about the phenomena
(Lombardi, Brandt, Bickel, & Burg, 2016, Lombardi et al., 2018). Spe-
cifically, high school students shifted plausibility toward scientifically
accepted explanations and increased their knowledge about relevant
Earth science topics after participating in MEL activities. Greater levels
of evaluation were related to plausibility shifts and knowledge in-
creases, as shown by structural equation modeling. Effect sizes were
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small to large, depending upon topic and instructional context. For
example, on one hand, there was a large effect size where combined
knowledge scores increased over time. On the other hand, individual
classroom settings revealed large effect sizes for some topics (e.g., the
connections between fracking and earthquakes) and small effect sizes
for others (e.g., the importance of wetland resources). These findings
support the idea that MEL activities moved students to cognitively en-
gage in practices that helped them think more scientifically. Specifi-
cally, students learned “that alternative interpretations of scientific
evidence can occur, that such interpretations must be carefully scruti-
nized, that the plausibility of the supporting evidence must be con-
sidered, [and] …that predictions or explanations can be revised on the
basis of seeing new evidence or of developing a new model that ac-
counts for the existing evidence better than previous models did” (NRC,
2012, pp. 251–252). However, we still wondered if the MEL was par-
ticularly effective at promoting evaluation and plausibility reappraisal,
or if students would perform as well, or better, when engaging in other,
similar tasks. This general question motivated the present study.

1.5. The present study

The present study represents the culmination of a three-year class-
room-based research project. This project’s overall purpose was to de-
sign and test instructional scaffolds, based on Lombardi, Nussbaum
et al.’s (2016) theoretical perspective, that (a) facilitate students’ sci-
entific evaluations about the connections between lines of evidence and
alternative explanations, (b) promote shifts in their plausibility judg-
ments about scientific explanations, and (c) deepen students’ scientifi-
cally accurate knowledge about Earth science phenomena. The project
was a collaboration between master teachers and researchers per
Anderson and Shattuck’s (2012) guidance. Specifically, we partnered
with teachers in identifying the initial problem, designing and con-
structing the interventions, and creating publications for fellow prac-
titioners. In the project’s first year, the team designed three MEL dia-
grams and associated materials, covering the topics of (a) fracking and
earthquakes, (b) wetlands and land use, and (c) formation of Earth’s
Moon.

We added these three to the existing climate change MEL developed
by Lombardi et al. (2013). We chose these four topics (causes of current
climate change, relations between fracking and earthquakes, use of
wetlands, and formation of Earth’s Moon) because each has multiple
plausible explanatory models (a scientifically accepted and an alter-
native) that students could evaluate. Furthermore, these four represent
a wide range of topics that might be covered in a typical high school
Earth science scope and sequence. In authentic classroom settings, our
team conducted pilot testing of these four instructional scaffolds during
the initial year. We revised the scaffolds at the end of the first year
based on feedback from the teachers. During the second year of the
project, we again tested the full suite of MELs in four school settings
(see Lombardi et al., 2018 for details on the second-year testing and
study) and made final revisions to all materials in preparation for the
project’s third year.

The present study is associated with a quasi-experimental design
phase of the project (third year). In this phase, we examined the fina-
lized MEL materials with two other comparison activities: the MET,
which used a table format in place of a diagram, and the Mono-MEL
diagram, which used a diagram format similar to the MEL but with only
one model, the scientific explanation. We conducted the present study
in authentic school settings that had not been previously involved in the
project, and specifically examined two research questions:

1. How do instructional scaffolds promoting evaluation of alternatives
(i.e., the MEL and MET) compare to one that does not (i.e., the
Mono-MEL), specifically in the shifting plausibility judgments and
changing knowledge toward scientifically accurate understanding?

2. What are the relations between evaluation, plausibility, and

knowledge, and how do instructional scaffolds promoting evalua-
tion of the connections between lines of evidence and alternative
explanations facilitate plausibility reappraisal and knowledge con-
struction over the course of a school year?

The novel aspect of the present study was our use of comparison
activities that provided a robust test of the potential effectiveness of
scaffolds designed to promote more critical evaluations (e.g., the MEL).
Whereas one previous study has measured the effectiveness of the MEL
against more traditional science instruction (i.e., generating evidence-
based explanations; Lombardi et al., 2013), the current study compared
the MEL, where students evaluated connections between lines of evi-
dence and two alternative models, to the Mono-MEL, where students
evaluated lines of evidence to only one model (i.e., the scientific ex-
planation). Lombardi et al. (2013) suggested that the appreciable in-
structional advantage of the MEL (i.e., over the more traditional ac-
tivity) was due to the MEL’s structure, where students evaluated
connections between lines of evidence and two alternative explana-
tions. In short, evaluations involving alternative explanations may be
deeper and more critical than evaluations considering only one ex-
planation. Therefore, we hypothesized that the MEL would be more
effective than the Mono-MEL in both facilitating plausibility reappraisal
and deepening knowledge. Because we were curious about the gra-
phical nature of the MEL diagram, the present study also compared the
MEL to the MET, which also asked students to evaluate connections
between lines of evidence and two alternative models but did so in a
tabular format. We hypothesized that MEL may have slightly more fa-
vorable outcomes (i.e., in terms of plausibility reappraisal and knowl-
edge changes) because the directionality of the arrows might reinforce
the causal relationship between lines of evidence and the explanatory
models. In the MET, there is no visual cue that the evidence may be
causally linked to the model (i.e., the code is only a pairing), and the
lack of such relationship could influence evaluations and plausibility
judgments (Chinn & Brewer, 2001).

2. Methods

2.1. Setting and participants

The present study involved high school (grades 9–12) students from
two schools, one located in a large urban district in the Southwest US,
and one located in medium-sized suburban district in the Mid-Atlantic
US. Both schools were located in states that have adopted the Next
Generation Science Standards (NGSS). Students involved in the present
study were enrolled in Earth science classes taught by Ms. Rodgers
(Southwest US school) and Ms. Williams (Mid-Atlantic US school; both
teacher names are pseudonyms). Because of the nature of the research
questions (i.e., looking at how instruction over the course of a school
year affects evaluations, plausibility judgments, and knowledge con-
struction), we only included students who completed all instructional
tasks and measures. Furthermore, we only included those students who
provided assent to participate in the research and whose parents pro-
vided parental consent. Sixty-four students met these requirements and
were participants in the present study, with just over half being in Ms.
Rodgers’ classes (n=34) and the remainder being in Ms. Williams’
classes (n=30). About 53% (n=18) of Ms. Rodgers’ students in-
dicated they were male, 41% (n=14) indicated they were female, and
6% (n=2) did not indicate gender. In Ms. Rodgers’ classes, about 41%
(n=14) indicated they were Hispanic or Latino, 12% (n=4) indicated
they were White, 12% (n=4) indicated they were Black or African
American, 17% (n=6) indicated they were Asian, Native Hawaiian, or
other Pacific Islander, 12% (n=4) indicated they were two or more
races/ethnicities, and 6% (n=2) did not indicate race/ethnicity. About
73% (n=22) of Ms. Williams’ students indicated they were male and
27% (n=8) indicated they were female. In Ms. Williams’ classes, about
23% (n=7) indicated they were Hispanic or Latino, 57% (n=17)
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indicated they were White, 10% (n=3) indicated they were Black or
African American, 3% (n=1) indicated they were two or more races/
ethnicities, and 7% (n=2) did not indicate race/ethnicity.

2.2. Materials

2.2.1. Instructional scaffolds
Our project team has previously detailed development of and re-

search about the four MEL activities (see Lombardi et al., 2018, 2013),
including classroom guidance and implementation instructions in
alignment with the high school Earth science NGSS performance ex-
pectations. However, to provide context for the present study, we
highlight some of the important features of the MEL below. We also
provide information about the comparison activities used in the present
study: the MET and Mono-MEL. In an earlier study, Lombardi et al.
(2013) compared the climate change MEL to instructional materials
that were consistent with science education reform efforts of the middle
and late 1990s and early 2000s (National Research Council, 1996).
Lombardi et al. (2013) found the MEL activities significantly out-
performed these other materials. However, when our project team
considered what would be fair comparisons to the MEL for the present
study, we wanted to ensure that the comparison tasks were also aligned
with the NGSS and fully supported current curricular goals for students’

learning. Therefore, we constructed two comparison activities that re-
present only slight modifications to the MEL diagram and involved al-
most all of the same instructional materials.

2.2.1.1. The MEL. Our MEL diagrams consist of four lines of evidence
and two alternative explanations about a phenomenon (e.g., increase in
moderate magnitude earthquakes in the Midwest US). We used major
lines of evidence that scientists have collected about the four topics and
constructed simple and declarative one- to three-sentence summary
statements highlighting each evidence line (see Table 1 for a complete
listing of the lines of evidence for each topic). For example, the fracking
lines of evidence included information both about the processes behind
fracking and about the occurrence of earthquakes: the effect that
fracking injection has on friction in Earth’s crust; the changes in
frequency of earthquakes near fracking sites; the natural processes
that cause earthquakes; and the amount of force exerted on Earth’s crust
during fracking. We also constructed one-page “evidence texts” for each
evidence line. These texts included diagrams and tables to elaborate on
the evidence statements, and teachers encouraged participants to use
these one-page texts in completing the activity. Our project’s advisory
board, which included two geoscientists and two educational
psychologists, checked each line of evidence and corresponding
evidence texts for both face and content validity.

Table 1
Summary of models and evidence statements for each Model-Evidence Link (MEL) activity.

Topic Model Evidence statements

Scientific Alternative

Climate Change Our current climate change is caused by
increasing amounts of gases released by
human activities.
(Model A)

Our current climate change is caused by
increasing amounts of energy released from
the Sun.
(Model B)

#1: Atmospheric greenhouse gas concentrations have been rising
for the past 50 years. Human activities have led to greater releases
of greenhouse gases. Temperatures have also been rising during
these past 50 years.
#2: Solar activity has decreased since 1970. Lower activity means
that Earth has received less of the Sun’s energy. But, Earth’s
temperature has continued to rise.
#3: Satellites are measuring more of Earth’s energy being
absorbed by greenhouse gases.
#4: Increases and decreases in global temperatures closely
matched increases and decreases in solar activity before the
industrial revolution.

Fracking The increase in moderate magnitude
earthquakes in the Midwest is caused by
fracking for fossil fuels.
(Model A)

The increase in moderate magnitude
earthquakes in the Midwest is caused by
normal tectonic plate motion.
(Model B)

#1: Fracking fluids and wastewater injected into the ground
change the stress in Earth’s crust.
#2: During recent years, the number of earthquakes near fracking
sites was 11 times higher than the30-year average.
#3: Convection of hot but solid and ductile rocks in the upper
mantle creates stresses in Earth’s crust. These stresses cause
Earth’s crust to fracture.
#4: Many earthquakes are currently occuring in regions
surrounding sites.

Wetlands Wetlands provide ecosystem services that
contribute to human welfare and help
sustain the biosphere.a

(Model A)

Wetlands are a nuisance to humans and
provide little overall environmental benefit.
(Model B)

#1: Wetlands play a role in the global cycles of carbon, nitrogen,
and sulfur. Wetlands change these nutrients into different forms
necessary to continue their global cycles.
#2: Flooding is a natural occurrence in low-lying areas and
wetlands are places where floodwaters can collect.
#3: Wetlands contribute 70 percent of global atmospheric
methane from natural sources.
#4: Many wetlands are located in rapidly developing areas of the
country.

Moon The Moon formed after a large object
collided with Earth and material from both
combined to create the Moon.
(Model B)

The Moon was an object that came from
elsewhere in the solar system and was
captured by Earth’s gravity.
(Model A)

#1: Earth’s average density is higher than the Moon’s. The density
of Earth’s crust is a little less than the Moon’s, but Earth’s density
increases toward the core.
#2: Simulations of other star systems show that planets form
when smaller objects collide.
#3: The Moon’s orbit around Earth is tilted compared to the
planets’ orbits around the Sun.
#4: Earth is about 35% iron, most of which is in the core. The
Moon has very little iron.

a Although a socio-scientific topic, the wetlands MEL asks students to make judgments about “value” models rather than scientific explanatory models. The
“scientific” model in this case is that with which most environmental scientists agree.
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Each MEL diagram also shows two alternative explanatory models
about a particular phenomenon (Table 1). One of the models is scien-
tifically accepted and one is an alternative model not accepted by the
relevant scientific community (e.g., climatologists). Each MEL presents
the alternatives as “Model A” or “Model B,” with no indication of the
validity of either. To complete the MEL diagram, participants drew
arrows of different types between each evidence statement and each
alternative model. These types of arrows indicated participants’ eva-
luations about how well a line of evidence supported a model, where a
straight line arrow meant that the evidence supported a model, a
squiggly line arrow meant the evidence strongly supported a model, a
dotted line arrow meant the evidence had nothing to do with the model,
and a straight line arrow with an “X” through it meant that the evidence
contradicted a model. Participants drew a total of eight arrows to
construct each MEL diagram (Fig. 1).

In drawing the arrows, participants’ evaluations about the connec-
tions between lines of evidence and explanations may have facilitated
their reappraisals of the plausibility of each model. Participants prob-
ably made their initial plausibility judgments (made prior to drawing
the arrows, see procedures below) via implicit processing (i.e., low
awareness and low cognitive effort), which is a default cognitive mode

(Lombardi, Nussbaum et al., 2016; Stanovich, 2010). Further, these
initial and implicit plausibility judgments were probably influenced by
a variety of factors that were not reflective of scientific thinking and
evaluation (Lombardi, Nussbaum et al., 2016). Therefore, by having
students be explicitly evaluative about evidence and model connection
criteria (the evidence strongly supports, supports, has nothing to do
with, or contradicts the model), the MEL was designed to facilitate
reappraisal of participants’ initial plausibility judgments about the two
explanatory models per Lombardi, Nussbaum et al.’s (2016) theoretical
model. Although participants may have used additional criteria to judge
the models (e.g., internal and external consistency), the MEL is speci-
fically designed to help participants evaluate how well lines of evidence
support two explanatory models.

2.2.1.2. The MET. The MET is quite similar to the MEL in that the
activity uses the same lines of evidence, including the same evidence
texts, and the same two alternative explanations for each topic.
However, instead of drawing different types of arrows on a figure,
participants filled in a table with codes (Fig. 2). The research team that
created the form and structure of the MEL also recently created the
MET, with the idea of using a table format rather than a figure

Fig. 2. A student example of the fracking Model-Evidence Link table (MET).
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(Rinehart, Golan Duncan, Chinn, Atkins, & DiBenedetti, 2016). For the
present study, we slightly modified their MET version to include codes
rather than arrows (i.e., evidence strongly supports a model= SS;
evidence supports a model= S; evidence contradicts a model=C; and
evidence has nothing to do with a model=N). Students completed the
MET in the same fashion as the MEL (i.e., by simultaneous comparison
of connections between lines of evidence and alternative explanations);
however, the MET had a tabular format and the MEL had a graphical
format.

2.2.1.3. The Mono-MEL. The Mono-MEL incorporates the same figure
design as the MEL, but only presents one explanation about a
phenomenon (i.e., the scientifically accepted explanatory model;
Fig. 3). As with the MEL and MET activities, all four lines of
evidence, and associated evidence texts, were identical in the Mono-
MEL activities. We hypothesized the Mono-MELs would not have as
favorable outcomes as the MEL and MET because participants would be
considering only one alternative. In an earlier study, Lombardi et al.
(2013) speculated that the reason the climate change MEL performed
appreciably better than another comparison activity was that students
were simultaneously evaluating connections between lines of evidence
and alternative explanations with the MEL, but only considering one
explanation with the comparison activity.

2.2.2. Explanation task and students’ evaluations
After completing either the MEL, MET or Mono-MEL, the “ex-

planation task” (Fig. 4) prompted participants to write about either two
or three of the links that they drew on the diagram (MEL and Mono-
MEL) or coded in the table (MET). We scored these tasks based on
students’ levels of evaluation expressed in their written responses. Note
that we scored only the explanations, not the diagrams or tables
themselves. The explanation task specifically asked participants to de-
scribe links between lines of evidence and model(s) that they con-
sidered important or interesting. Using a sentence prompt for each
explanation, participants wrote down the model (MEL and MET only)
and evidence number that they chose to discuss, as well as the evidence-
to-model connection strength (i.e., strongly supports, supports, con-
tradicts, or has nothing to do with) they drew on the diagram or wrote
in the table. This preface served as the beginning of participants’
written explanations, next prompting evaluation with the word “be-
cause.” For example, one participant’s written explanation from the
fracking MEL read, “[Evidence 4 strongly supports Model A because…]
Most earthquakes occurs [sic] near a fracking site which may tell us that
fracking causes earthquakes” (note, the section in brackets is part of a
sentence frame given to students, with underlined portions filled in by
this student). In scoring the explanation tasks, we used a rubric that

emerged from a qualitative content analysis by Lombardi, Brandt et al.
(2016) in a previous study involving the climate change MEL.
Lombardi, Brandt et al. (2016) developed four categories of explana-
tions that drew on the frameworks of both Driver, Leach, Millar, and
Scott (1996) and Dole and Sinatra (1998). The categories established
four well-defined levels of evaluation to represent the accuracy and
elaboration present in participants’ responses.

These four different types of evaluations reflect both (a) analyses
about the strength of the connections between lines of evidence and
explanation and (b) related conceptual understandings. Although
Lombardi, Brandt et al. (2016) discuss a detailed qualitative analysis
that supports these four levels, the following highlights student re-
sponses that relate to each level to give the reader more context. The
first category of participants’ evaluations, called erroneous evaluations,
described written responses that represented an incorrect determina-
tion about a model-evidence link. Participants who made an erroneous
evaluation demonstrated an inability to make a legitimate connection
between a line of evidence and model, perhaps from a lack of attention
or understanding. Erroneous evaluations prevent deeper comprehen-
sion and evaluation from occurring. For example, one student claimed
that fracking evidence #1 supports Model A because, “Fracking fluids
and wastewater can be cause of normal tectonic plates,” which reflects
an error in conceptual understanding. We generally categorized parti-
cipant explanations that discussed inaccurate links as erroneous, aside
from clearly more advanced answers such as conscientious use of
elimination-based logic. The second category, descriptive evaluations,
represented weak and/or trivial written explanations. These weak ex-
planations were generally from superficial evaluations between a line of
evidence and a model. One student wrote that climate change evidence
#1 strongly supports Model A because “they are both related to each
other, they both talk about the same things.” Although such evaluations
were not necessarily inaccurate, they reflect little thinking and rea-
soning about the epistemic quality of the connection.

The third category, relational evaluations, represented correct links
with somewhat deeper understanding, but participants’ written ex-
planations failed to differentiate between lines of evidence and ex-
planatory models. For example, one student explained that fracking
evidence #4 strongly supports Model A because “[the evidence] says
that around fracking sites there are more earthquakes, therefore
causing earthquakes.” In this case, the student displays conceptual
understanding about the evidence. However, the written explanation
provides little insight into the epistemic level of quality applied in
connecting the line of evidence to the explanation. The fourth and final
category, critical evaluations, represented the greatest level of explana-
tion development. Within this category, participants demonstrated an
understanding of the scientific concepts and were able to critique the

Fig. 3. A student example of the fracking mono Model-Evidence Link (mono-MEL) diagram.
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model-evidence links using scientific reasoning and an accurate re-
presentation of the role evidence plays in judging model validity. With
these types of responses, students also demonstrated an explicit un-
derstanding of the epistemic quality of their connection between a line
of evidence and an explanation. One student wrote that climate change
evidence #2 contradicts model B because, “the evidence talks about
how the Sun’s energy is decreasing but model B is stating how the Sun’s
energy is increasing.” Although the student does not specifically make a
claim about the plausibility of the explanation in this response, the
student is explicitly addressing the strength of the connection between
the line of evidence and the explanation in way that evaluates the link’s
epistemic quality.

These four categories served as distinct levels of evaluation for
numerically scoring each explanation (1= erroneous, 2= descriptive,
3= relational, 4= critical), allowing us to consider participants’
written explanations quantitatively. The third and fourth authors in-
dependently scored each participant’s explanations using these four
categories and Lombardi, Brandt et al.’s (2016) rubric as a guide. Initial
rater scores were at a very good level of agreement (interclass coeffi-
cient, ICC=0.841). The raters met to reconcile discrepancies in scoring
and came to unanimous agreement on explanation task scores. We used
these agreed upon scores in the subsequent analysis.

2.2.3. Judgments of model plausibility
For each of the four MEL and MET activities, students recorded their

plausibility judgments at pre and post instruction for each explanatory
model they were shown. Students gauged the plausibility of each model
using a 1–10 scale (1= greatly implausible and 10=highly plausible),
based on earlier measures used by Lombardi et al. (2013), and
Lombardi, Danielson et al. (2016). Specifically, Lombardi and others
developed this 10-point scale based on previous plausibility in-
strumentation developed by cognitive scientists (see, for example,
Connell & Keane, 2006). For the MEL and MET, we calculated plausi-
bility scores as ratings for the scientific model minus ratings for the
alternative model (Table 1). A positive score indicated that a partici-
pant judged the plausibility of the scientific model as greater than the
alternative model, a negative rating indicated belief that the alternative

model was more plausible, and a value of zero indicated belief that both
models were equally plausible. For the Mono-MEL, we calculated the
plausibility scores as the ratings for the scientific model minus the
median rating for the class. In this case, a positive score indicated that a
participant judged the model as more plausible than the class median
and a negative score indicated that a participant judged the model as
less plausible than the median. For the present study, the reliability of
all plausibility scores exceeded the threshold considered minimally
acceptable through previous meta-analysis of behavioral research stu-
dies (Peterson, 1994), with Guttman’s λ2= 0.68,2 and therefore, we
decided to use these scores in our analysis.3

2.2.4. Knowledge
We created short, 5-item knowledge instruments for each topic

(climate change, fracking, wetlands, and the Moon), which participants
completed both prior to and just after engaging in a specific MEL ac-
tivity. Per the methods used in our earlier MEL studies (see, for ex-
ample, Lombardi et al., 2013), students rated each item on a 5-point
Likert scale (1= strongly disagree and 5= strongly agree) indicating
how closely they believed scientists would agree with the statement. In
this way, answers reflected students’ understandings about the related

Fig. 4. A student example of the fracking explanation tasks.

2 Guttman (1945) proposed some different measures to provide lower bound estimates
for instrument reliability. Guttman based each measure on slightly different assumptions.
For example, he based λ3 on the restrictive assumption that individuals differ from each
other in their true scores but each person has the same true score on each test (i.e., all
covariances between items are equal). This is the essentially the same assumption that
guided the development of Cronbach’s α, and therefore, it is no surprise that α= λ3. The
restrictive assumption of equal covariance is not part of the λ2 calculation, and therefore,
in virtually all classroom measurement situations, λ2 is a more appropriate reliability
measure than α (Woodruff & Wu, 2012).

3 We acknowledge that some behavioral researchers consider 0.7 to be the cutoff
threshold for reliable instrumentation because lower reliability tends to attenuate results
due to higher signal to noise ratios. However, attenuation would be most pronounced at
the ends of the sample distribution (Osterlind, 2010). As such, lower reliability most
likely dampens differences in distribution samples (i.e., in the present study, lower re-
liability would dampen pre to post instruction differences; Carmines & Zeller, 1979).
Therefore, it is extremely unlikely that lower reliability instruments would result in a
Type II experimental error.
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scientific processes rather than their personal beliefs or opinions on the
topic. We developed these statements from information on which there
is clear scientific consensus. We created these short forms from longer
instruments after pilot study feedback revealed that teachers were
spending too much instructional time on survey administration and
students were viewing these longer instruments as unit tests. At least
one question addressed each evidence statement in these short forms
and our project’s advisory panel verified the face and content validity of
our items. For the present study, reliability of knowledge scores ex-
ceeded the threshold considered minimally acceptable through pre-
vious meta-analysis of behavioral research studies (Peterson, 1994),
with Guttman’s λ2= 0.63.

2.3. Procedures

During the summer prior to this quasi-experimental study, Ms.
Rodgers and Ms. Williams participated in a three-day professional de-
velopment workshop with the project team. Because Ms. Rodgers and
Ms. Williams were completely new to the project, the master teachers
who had participated in the first and second year pilot studies helped
during the training. The workshops focused on practicing the MEL and
comparison activities, going over the content and pedagogical strate-
gies for effective classroom implementation, and planning for the up-
coming year’s implementation. To maintain some uniformity in in-
struction, Ms. Rodgers and Ms. Williams agreed to introduce each
activity at the beginning of a unit prior to any instruction about the
topic. The teachers also agreed to follow the lesson plans, as specified.
In other words, the teachers presented the activities using the instruc-
tions present on the student materials. Class discussions that arose only
centered on elaboration and clarification of these instructions. Because
of the nature of the quasi-experimental design, each teacher agreed to
teach the MEL to one class and a comparison activity (MET or Mono-
MEL) to another class on the same days. We randomly assigned one
class to the MEL and one to the comparison activity, and also randomly
assigned Ms. Williams the MET as her comparison activity and Ms.
Rodgers the Mono-MEL as her comparison activity.

Students completed all of the activities over the course of a single
school year, which included the full activities and measures before and
after all four topics were covered. A breakdown of activities completed
by students and the order in which they were implemented for each
MEL is provided in Fig. 5. Near the beginning of the year, prior to
completing any activity, students performed the “plausibility ranking
task” as an introduction to the ideas of plausibility and critical eva-
luation. This task asked students to rank the importance of different
types of evidence for determining the plausibility of an explanatory
model. These four types of evidence were the same as the links that
students later indicated on the activities: evidence that supports the
model, strongly supports it, contradicts it, or has nothing to do with it.
After ranking the importance of each from 1 to 4, they read a small
passage on falsifiability that states scientific ideas cannot be proven but
are rather disproven through opposing evidence and were then asked to
rank the types of evidence again. This provided an introduction to the
idea of plausibility for students and an initial look at the ways in which

they might evaluate connections between scientific evidence and ex-
planations. Teachers had the option of repeating or discussing this ac-
tivity as a review prior to covering the second topic if they felt it was
needed.

Students completed each activity at the beginning of an instruc-
tional unit related to the topic (e.g., the climate change activity was
conducted at the start of a unit on climate and weather, prior to any
other instruction on the topic). For a given activity, students began by
completing the knowledge test, if needed the plausibility ranking task
described above, and model plausibility ratings for each explanatory
model on that topic. At this time, teachers also engaged the class in an
unscripted short discussion about the model(s) and the idea of plausi-
bility, to clarify misunderstandings and address general questions about
the topic. Students then began either the MEL diagram, the MET table,
or the Mono-MEL diagram depending on which their class was ran-
domly assigned. Students were able to read the evidence texts and
complete the diagram or table in groups. They then worked individually
to write up the explanation task. Each activity ended with the second
iteration of the model plausibility ratings and knowledge test for that
topic. Upon completion of this sequence, teachers moved on to teaching
their regular instructional unit.

Each activity took place over about two regular class periods (∼90
min total), with no appreciable difference in instructional time between
the MEL, MET or Mono-MEL. The teachers implemented the activities
during regular class time concurrently with their own planned curricula
and at times when the topic of each MEL corresponded to scheduled
lessons. As a result, the timing and order in which students completed
the MEL was different based on the teachers’ discretion. Ms. Rodgers
did the wetlands activities in September, Moon activities in December,
fracking activities in March, and climate activities in April. Ms.
Williams did the climate activities in September, the Moon activities in
January, the fracking activities in February, and the wetlands activities
in April.

3. Results

We present the results in two sections. The first section discusses
Research Question 1 and represents a relatively fine grained com-
parative analysis about the effectiveness of the instructional treatments
(MEL, MET, and Mono-MEL) that we designed based on a theoretical
position about learning controversial and complex science topics in a
classroom setting. The second section discusses Research Question 2
and represents a somewhat broader analysis that examines relation-
ships posited by this theoretical position.

3.1. Research question 1: Instructional treatment comparison

3.1.1. Preliminary analyses
We conducted repeated measures analyses of variance (ANOVAs) to

compare the different instructional treatments (i.e., the MEL, MET, and
Mono-MEL), with one ANOVA comparing pre and post instructional
plausibility scores for each topic and one ANOVA comparing pre and
post instructional knowledge scores. Prior to conducting these analyses,

Fig. 5. The sequence of tasks for a given topic (i.e., climate change, fracking, wetlands, or Moon).
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we conducted a preliminary check using repeated measures ANOVAs to
compare both plausibility and knowledge scores, with classroom/tea-
cher as the between-subjects variable, time (pre and post) as the within-
subjects variable, and plausibility and knowledge scores the dependent
variables, respectively. We only ran these repeated measures ANOVAs
using MEL scores because each teacher tested a different comparison
activity. The repeated measures ANOVAs revealed no significant in-
teractions between the two classrooms/teachers and time, for both
plausibility scores, with Wilks’ λ=0.981, F(1, 28)= 0.530, p= .47,
and knowledge scores, with Wilks’ λ=0.966, F(1, 28)= 0.981,
p= .33. Follow up simple effects analyses specifically showed no sig-
nificant difference in classrooms/teachers at pre and post instruction
for both plausibility and knowledge scores, with all p-values> .36. We
also screened the data to ascertain alignment with assumptions inherent
in ordinary least squares analyses (OLS; e.g., ANOVA) about the nor-
mality and linearity of the sample, as well as assumptions about the
equality of the homogeneity of variance-covariance matrices. All of the
variables had skewness and kurtosis of absolute value less than or equal
to 1, which some researchers use as general rule of thumb to indicate
normality of the sample distribution (Nussbaum, 2014). Our examina-
tion of scatterplots for pair combinations of the measured variables also
did not reveal any concerns with linearity. Finally, variance-covariance
matrices were equivalent for both plausibility (Box’s M=13.9,
p= .040) and knowledge (Box’s M=11.5, p= .091).

3.1.2. Plausibility judgments
We conducted a repeated measures ANOVA to compare plausibility

scores, where instructional treatment was the between-subjects vari-
able, time (pre and post) was the within-subjects variable, and plausi-
bility judgment score was the dependent variable (see Fig. 6 for plau-
sibility scores at pre and post instruction by treatment). The repeated
measures ANOVA indicated a significant interaction between treatment
and time for plausibility, Wilks’ λ=0.843, F(2, 61)= 5.67, p= .006,
with a medium effect size (η2= 0.157). We conducted a simple effects
analysis, with Bonferroni adjustment for multiple comparisons, to
analyze differences in scores at both pre and post instruction, as well as
changes in scores from pre to post instruction for each treatment con-
dition (see Fig. 6). The simple effects analysis revealed no significant
difference between MEL, MET, and Mono-MEL plausibility scores at pre

instruction (all p-values> .38), However, post instruction MEL plausi-
bility scores (M=1.76, SD=1.42) were significantly greater than both
post instruction MET scores (M=0.74, SD=1.21), with p= .032; and
post instruction Mono-MEL scores (M=0.00, SD=0.901), with
p < .001. The simple effects analysis also revealed significant increases
in MEL and MET plausibility scores from pre instruction (MEL,
M=0.59, SD=1.42; and MET, M=−0.03, SD=1.44) to post in-
struction, with F(1, 61)= 20.2, p < .001, η2= 0.249 (large effect size)
for the MEL, and F(1, 61)= 4.93, p= .03, η2= 0.075 (small effect size)
for the MET. However, there was not a significant change in Mono-MET
scores from pre instruction (M=0.28, SD=1.00) to post instruction
(M=0.00, SD=0.901), with p= .42.

3.1.3. Knowledge
We conducted a repeated measures ANOVA to compare knowledge

scores, where instructional treatment was the between-subjects vari-
able, time (pre and post) was the within-subjects variable, and knowl-
edge score was the dependent variable (see Fig. 7 for knowledge scores
at pre and post instruction by treatment). The repeated measures
ANOVA revealed a significant interaction between treatment and time
for knowledge, Wilks’ λ=0.893, F(2, 61)= 3.67, p= .03, with a
medium effect size (η2= 0.107). We conducted a simple effects ana-
lysis, with Bonferroni adjustment for multiple comparisons, to analyze
differences in scores at both pre and post instruction, as well as changes
in scores from pre to post instruction for each treatment condition (see
Fig. 7). The simple effects analysis revealed no significant difference
between MEL, MET, and Mono-MEL knowledge scores at pre instruction
(all p-values> .36) and post instruction (all p-values> .40). However,
there were significant increases in MEL scores from pre to post in-
struction (pre, M=69.2, SD=6.36, and post, M=73.9, SD=5.56),
with F(1, 61)= 14.5, p < .001, η2= 0.192 (medium effect size). There
were also significant increases in MET knowledge scores from pre to
post instruction (pre, M=69.4, SD=5.84, and post, M=73.1.4,
SD=7.21), with F(1, 61)= 4.96, p= .030, η2= 0.075 (small effect
size). However, there was not a significant change in Mono-MET scores
from pre instruction (M=71.9, SD=3.31) to post instruction
(M=71.1, SD=6.11), with p= .64.

The increase in MEL knowledge scores is about 6.8%, with increases
in MET knowledge scores of about 5.3% (i.e., about a half a letter grade
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increase). Within the context of the present study (i.e., situated within
authentic classroom instructional settings), these increases are robust.
Each of the activities lasted only about two class periods of traditional
instruction (eight class days total). When considering that a year of
instruction is approximately 180 days, such increases may have a strong
practical significance for classroom instruction.

3.2. Research question 2: Relations between evaluation, plausibility, and
knowledge

Fig. 8 shows a model of the relations between evaluation (as

measured by the activities’ explanation tasks), plausibility (at both pre
and post instruction), and knowledge (at both pre and post instruction),
and also includes antecedent variables that may influence these rela-
tions, including the instructional treatment (MEL, MET, and Mono-
MEL, coded as 3, 2, and 1 as ordered categories, respectively), teacher
(Ms. Williams and Ms. Rodgers, coded categorically as 1 and 2, re-
spectively), and socioeconomic status (SES; we used participants’ ap-
plication for federal free or reduced-price student meals—1 for an ap-
plication and 0 for no application—as a surrogate for SES, which is a
common practice in educational research; Sirin, 2005). Including both
teacher and SES as variables examines the potential effects from
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different classrooms, different schools, and different regional settings.
We adopted a null hypothesis (i.e., there would be no significant rela-
tions with these effects) because of disparity in results in the extant
critical thinking and reasoning literature (see, for example, Abrami
et al., 2008). The relational paths between evaluation, plausibility, and
knowledge reflect Lombardi, Nussbaum et al. (2016) theoretical model
and previous empirical research examining these relations (Lombardi,
Danielson et al., 2016, Lombardi et al., 2018).

We used variance-based structural equation modeling (VB-SEM) to
examine the relational paths shown in Fig. 8, and specifically used the
Warp PLS v.4.0 statistical software (Kock, 2013). Unlike traditional,
covariance-based structural equation modeling, which assumes that all
data is metric/continuous and conforms to a normal distribution, VB-
SEM uses the partial least-squares method, which is based on ranked
data and is distribution-free. Use of ranked-based data allows for more
statistical power without compromising or inflating the chance for Type
I errors for a large range of sample sizes and variation of group sizes
(Reinartz, Haenlein, & Henseler, 2009). VB-SEM and partial least-
squares methods have been used increasingly in social science research
(Esposito Vinzi, Chin, Henseler, & Wang, 2010), and are being used
more frequently in educational research (see, for example, Hagger,
Sultan, Hardcastle, & Chatzisarantis, 2015; Lombardi, Danielson et al.,
2016).

We constructed the latent variables in our model (evaluation; pre
and post instructional plausibility; and pre and post instructional
knowledge) using scores for all four topics (climate change, fracking,
wetlands, and Moon), respectively. Table 2 shows the first order bi-
variate correlations, means, and standard deviations for each variable.

We used several fit and quality indices to gauge the validity of our
variance-based structural equation model. These indices include overall
goodness-of-fit (GoF), average path coefficient (APC), average coeffi-
cient of determination across the model (average R2 or ARS), average
variance inflation factor for model parameters (AVIF), and average full
collinearity VIF (AFVIF). Tenenhaus, Amato, and Esposito Vinzi (2004)
proposed that researchers use GoF as a criterion for the overall model
prediction performance based on both the measurement and the
structural model. A model has a large explanatory power when GoF is
greater than 0.36, with unacceptable explanatory power when GoF is
less than 0.1 (Wetzels, Odekerken-Schroder, & van Oppen, 2009). Both
APC and ARS provide further information about model adequacy and
together gauge the predictive and explanatory power of the model
(analogous to total variance explained). APC and ARS should have
values that are statistically significant, with p-values less than 0.05
generally considered acceptable (Hagger et al., 2015). High AVIF and
AFVIF values indicate a potentially large degree of collinearity (i.e.,
redundancy of variables; Tabachnick & Fidell, 2007) is present in the

model. Values of AVIF and AFVIF should generally be below 3.3 (Kock
& Lynn, 2012) to ensure that variables are not redundant. Finally,
nonlinear bivariate causality direction ratio (NLBCDR) indicates the
percentage of model paths where the hypothesized direction is sup-
ported, with “acceptable values of NLBCDR…equal to or greater than
0.7, meaning that in at least 70 percent of path-related instances in a
model the support for the reversed hypothesized direction of causality
is weak or less” (Kock, 2013, p. 53). For the present study, the overall fit
and quality of model was excellent, with GoF= 0.437 (large ex-
planatory power; Tenenhaus, Esposito Vinzi, Chatelin, & Lauro, 2005);
APC=0.265, p < .001; ARS= 0.330, p < .001; AVIF=1.12;
AFVIF=1.46; and NLBCDR=1.0 (100% support for the hypothesized
path directions; e.g., evaluation to plausibility to knowledge; Fig. 8).

We included the model’s standardized path values in Fig. 8. We
chose standardized values because this allows the reader to compare
differences of magnitude between predictors with different scales. Of
particular note are the direct paths between evaluation and post in-
structional plausibility, and post instructional plausibility and knowl-
edge, both of which have significant standardized path values. In con-
trast, the direct path between evaluation and post instructional
knowledge is not significant. Thus, the SEM indicates that the path
relating evaluation, post instructional plausibility and knowledge sup-
ports Lombardi, Nussbaum et al.’s (2016) theoretical model. Further-
more, the contribution of evaluation to post instructional plausibility is
just slightly less than the contribution of pre instructional plausibility
(β=0.36 vs. β=0.45), providing some support that instruction pro-
moted plausibility reappraisal. Finally, the two other non-significant
paths (teacher to evaluation and SES to evaluation) are notable and
show that neither classroom, district, nor regional differences has an
influence on the instructional treatment. However, the path between
instructional treatment and evaluation was significant. Because we
coded the MEL as 3, MET as 2, and Mono-MEL as 1, the positive stan-
dardized path value (β=0.30) shows that MEL had a greater influence
on evaluations than either the MET or Mono-MEL.

We also calculated total effect sizes for each variable in relation to
evaluation, post instructional plausibility, and post instructional
knowledge, but only for the significant pathways. Effect sizes are useful
to help ascertain strength and meaning of the variable relations (i.e.,
practical significance of one variable on another). We specifically used
Cohen’s (1988) f2, which researchers use to gauge one variable’s effect
size within the context of the related variables. As shown in Table 3,
both the effects of plausibility and knowledge at pre instruction are
large on plausibility and knowledge at post instruction, respectively.
This is no surprise given the importance of background state on
learning (see, for example, McNamara & Kintsch, 1996). A more novel
finding is the large effect size of evaluation on post instructional
plausibility, which shows that greater levels of evaluation led to greater
plausibility of the scientific alternative and suggests the potential in-
fluence of plausibility reappraisal. Another noteworthy result is that all
of relational effects were near to or greater than the medium size
threshold of 0.15, including the effect of evaluation on both post in-
structional plausibility and knowledge.

4. Discussion

The results revealed that MEL diagrams promoted high school stu-
dents’ evaluations of the connections between lines of evidence and
alternative explanations about various Earth science phenomena, in-
cluding causes of current climate change, relations between fracking
and earthquakes, use of wetlands, and formation of Earth’s Moon.
Deeper evaluations, in turn, helped students to reappraise their plau-
sibility judgments toward more scientific explanations and construct
more scientifically accurate knowledge. The direct pathway between
evaluation and knowledge was non-significant, suggesting that students
may need to more explicitly consider their appraisals and reappraisals
of plausibility for deeper understanding per Lombardi, Nussbaum

Table 2
Bivariate correlations, means, and standard deviations for evaluation, plausi-
bility, and knowledge scores.

1 2 3 4 5

1. Evaluation –
2. Plausibility (pre instruction) 0.246* –
3. Plausibility (post instruction) 0.460** 0.540** –
4. Knowledge (pre instruction) 0.096 0.257** 0.163 –
5. Knowledge (post instruction) 0.292* 0.334** 0.355** 0.385** –

M 2.16 0.34 1.02 70.0 73.0
SD 0.289 1.33 1.47 5.61 6.11

Note. For ease of interpretation, evaluation and plausibility scores are averages
for each MEL activity (total scores divided by 4), where evaluation scores had a
possible range from 1 to 4 and plausibility scores had a possible range of −9 to
+9. However, knowledge scores represent totals, with a possible range of
20–100.
* p < .05.
** p < .01.
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et al.’s (2016) theoretical position. Such evaluations and judgments
likely do not always factor into science learning, but they may be
especially relevant for topics with a large plausibility gap (e.g., climate
change and fracking).

The analysis associated with Research Question 1 showed that both
the MELs and METs were generally more effective at promoting plau-
sibility reappraisal and knowledge construction than the Mono-MELs,
both with medium to large effect sizes for the MEL and small effect sizes
for the MET. For the analysis associated with Research Question 2, ef-
fect sizes of individual causal pathways were medium to large, sug-
gesting meaningful and practical relations between students’ evalua-
tions, plausibility reappraisal, and knowledge construction. This
specific finding supports the notion that the process of evaluation and
increasing plausibility of scientific explanations can support deeper
understanding about certain topics (Lombardi, Nussbaum et al., 2016).
Because of the context of this study (i.e., situated within high school
classrooms, with relatively a brief amount of instructional time), these
effect sizes suggest some relevance for classroom practice. Specifically,
increases in knowledge scores represent about a half a letter grade in-
crease, which is meaningful given that total dosage of instruction was
only eight class days (i.e., about 5% of the total instructional dosage in
a typical 180-day school year). Such increases may have a strong
practical significance for classroom instruction. Both the MEL and MET
scaffolds facilitate students’ evaluation between lines of evidence and
two alternative explanations, as opposed to the Mono-MEL that only
included one alternative. Therefore, designing instructional scaffolds
that more closely reflect scientific and critical evaluations (i.e., eva-
luations involving more than one alternative explanations) has im-
plications for classroom science learning (see, for example, Azevedo &
Hadwin, 2005; Pea, 2004; Quintana et al., 2004; Van Merriënboer,
Kirschner, & Kester, 2003). This is a particularly relevant point because
teacher and SES (i.e., as a surrogate for local and regional differences in
external factors that could impact learning) were not significantly re-
lated to students’ evaluations, plausibility judgments, and knowledge
construction. This suggests that collaborative classroom-based research
can develop robust instructional scaffolds to facilitate classroom in-
struction that, in turn, helps all students think scientifically.

Our project and the present study are limited by the nature of the
MEL activity, which is of relatively short duration (i.e., ∼90 min of
instructional time per topic). We purposefully designed the MEL to fit
modularly within a longer two- to three-week instructional unit in order
to maximize dissemination and potential usefulness to classroom tea-
chers. However, preliminary results show that students who engage in
all four MELs during the course of a school year have difficulty in
transferring their critical evaluations to a more distal task. Of course,
transfer of learning is challenging, and transfer of critical thinking and
scientific reasoning may even be a greater challenge. Because of its
relatively short duration, the MEL activity may not be optimal in fa-
cilitating students’ conceptual agency (i.e., students’ appropriation and
modification of materials as conceptual resources for the purpose of
successfully completing an authentic task; Pickering, 1995). This idea of
conceptual agency reflects Kuhn’s (2010) notion of meta-knowledge
that students may acquire during argumentation activities. For effective
transfer, students should internalize instructional scaffolds via con-
ceptual agency and development of meta-knowledge to construct robust

mental representations for application (Nussbaum & Asterhan, 2016).
Therefore, revising the MEL and/or designing other scaffolds to facil-
itate potential increases in conceptual agency and meta-knowledge may
be warranted to assist in transferring critical evaluations and plausi-
bility reappraisals beyond the classroom environment.

We specifically designed the MEL to be a pencil and paper activity
given the necessities of our partner schools. However, development of
digital MELs that students can access and manipulate via modern
electronic technologies (e.g., computers, tablets, smart phones) may
increase potential usability, particularly for those schools that are ac-
tively using such technologies for instruction. We speculate that there
are several differences in outcomes that may occur between virtual and
pencil-and-paper versions of the MEL. First, teacher-student and stu-
dent-student interactions may vary between the activities, specifically
in the types and degree of engagement in the scientific practices (see,
for example, Gobert, Baker, & Wixon, 2015). Second, with the virtual
MELs, students might be able to access more information (e.g., via
hyperlink clicks) than provided by the evidence texts (i.e., the one-
page, hard copies of information about each line of evidence). It is
possible that ease of clicking and availability of information may pro-
mote a different level of engagement with evidence texts compared to
having hard copy pages available for the students (see, for example,
Bråten, Strømsø, & Britt, 2009). Third, we speculate that there may be
different qualities in the explanation tasks between the versions. In a
pencil-and-paper MEL, students hand write their explanations, and in a
virtual MEL, students would type their explanations, potentially re-
sulting in memory encoding and learning differences (Mayer & Moreno,
1998). With the growing evidence base associated with the pencil and
paper version, these speculations could provide promising avenues of
research for those interested in learning with modern digital tech-
nology.

We acknowledge that reducing the length of the knowledge in-
struments resulted in lower score reliability, which in turn, warrants
caution in interpreting the results. However, we stress that lower re-
liability generally means that results would be more attenuated at the
ends of sample distributions. This would probably dampen the pre to
post instructional differences revealed in the fine-grained analyses that
we conducted to investigate Research Question 1. In other words, these
differences, all with medium effect sizes, would most likely be stronger
if we had used a knowledge instrument with more items.

4.1. Educational implications

Our research suggests that the MEL activities can help students to
think more scientifically during the process of knowledge construction,
but these scaffolds are not a panacea. For instance, these activities
feature some scientific practices (e.g., engaging in critique and argu-
ment, analyzing lines of evidence, using models), but not others (e.g.,
making observations, planning investigations, and collecting data).
However, the results from the present study and our previous studies
consistently suggest that students should evaluate connections between
lines of evidence and alternative explanations about phenomena, par-
ticularly those phenomena that may have a large plausibility gap (i.e.,
where lay people may judge scientific explanations to be relatively
implausible). Although scientific hypotheses, models, and theories

Table 3
Total effect sizes, as Cohen’s (1988) f2 values, for the significant relational paths.

End of path variable Beginning or along path variable

Plausibility Pre Knowledge Pre Treatment Evaluation Plausibility Post

Evaluation 0.311 0.243 0.298 – –
Plausibility Post 0.561 0.087 0.107 0.360 –
Knowledge Post 0.163 0.450 0.065 0.219 0.210

Note. f2≥ 0.02= small effect size, f2≥ 0.15=medium effect size; f2≥ 0.35= large effect size.
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undergo certain evaluative processes that increase their perceived
truthfulness, teachers should not assume that students fully understand
these processes and render the same judgments as the scientific com-
munity. Rather, for students to gain a deep understanding of science,
instruction should encourage students to evaluate their own knowledge
in light of scientific evidence and facilitate collaboration and critique
during science learning (NRC, 2012). Scaffolds, such as the MEL, hold
promise in this regard, particularly for complex and abstract concepts
where students have the opportunity to consider competing explana-
tions and use evidence to gauge the pros and cons of each. Students
should also engage in constructive critique and evaluation throughout
an instructional unit. For example, when collecting data students
should reflect on the reliability of their measurements (as we have done
in reporting the present study). Although researchers have encouraged
such an instructional approach (see, for example, Bailin, 2002; Berland
& Reiser, 2009; Duschl et al., 2007; Ford, 2015), to our knowledge,
curriculum developers and teachers are not promoting the process of
critical evaluation as an essential element of scientific thinking and
knowledge.

4.2. Concluding remarks

We introduced the notion of scientific literacy right at the outset.
Although some consider the term to be a “weasel word,” we agree with
Dillon (2016) “…that scientific literacy…will be part of the discourse of
science education for a long time” (p. 271). To add to this discourse and
operationalize scientific literacy, we have contextualized the phenom-
enon in terms of current science education reform efforts endeavoring
to deepen students’ knowledge construction through engagement in
scientific practices and scientific thinking. Critical evaluation and
plausibility reappraisal, specifically when considering the connections
between lines of evidence and alternative explanations, are a sy-
nergistic process of scientific thinking and knowing (Lombardi,
Nussbaum et al., 2016). Furthermore, a growing body of evidence, from
our research and others (see, for example, Ranney, Munnich, &
Lamprey, 2016), suggests that instructional scaffolds can help students
think more critically, facilitate epistemic inferences and judgments, and
deepen students’ science knowledge in classroom settings. Our hope in
conducting such research is to inform future instructional design
through pragmatic application of learning theories, all which help to
equip a more scientifically literate citizenry able to equitably solve
local, regional, and global problems.
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