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Foreword

Research and development work in artificial intelligence in education (AIED) is wide ranging 
and rapidly growing in support of all areas of science, technology, engineering, and 
mathematics (STEM) teaching and learning. With its broad applicability and transformative 
potential, AIED represents what could arguably be the most fundamentally game-changing 
technology for education to emerge since the Internet. Building from prior decades of work 
on artificial intelligence (AI) and AI-based learning and teaching technologies, the recent 
advances in AIED—especially the leaps in generative AI—are pushing us to reimagine what 
is possible for STEM teaching and learning. AIED research initiatives are being prioritized 
for funding and AIED advances are quickly becoming integrated into STEM education. It 
is transforming how teachers teach and how students learn. It is also transforming how 
education developers and researchers conduct their work. There is excitement about the 
promise of AIED as well as growing concern that the breakthroughs in AIED are impacting 
everyday education practice in ways that may perpetuate long-standing biases and diminish 
the potential for broad-based improvement in outcomes. As the research and development 
work continues to push the boundaries of what is possible, it is important to keep the dual 
promise and peril of AIED in mind.

This brief is the second in a three-part series on AIED. The series’ topics address ethical 
approaches to AI in STEM education research, AI for STEM teaching, and AI for STEM learning. 
This series is sponsored by the Community for Advancing Discovery Research in Education 
(CADRE), an NSF-funded network for STEM education researchers endeavoring to improve 
STEM teaching and learning through research, development, and various information-sharing 
and community-building mechanisms. Researchers in the CADRE network are part of a portfolio 
of projects funded through the National Science Foundation’s (NSF’s) Discovery Research PreK-12 
(DRK-12) program. The DRK-12 portfolio is a wide-ranging set of projects that focus on applied 
research and development to generate innovative research-informed and field-tested tools, 
products, and approaches that are intended to enhance STEM teaching and learning. Over the 
past several years, the portfolio has grown to include an increasing number of projects that 
leverage AIED to achieve their goals related to teaching or learning. It is expected to continue 
to grow. This series has been inspired by the question, “What are the essential considerations 
for researchers and developers who are designing, studying, and using AI in K–12 STEM 
classrooms?” Our hope is that the opportunities and challenges discussed in this series will 
generate reflection and rich discussion that furthers the ethical and transformative use of AI to 
achieve positive and wide-reaching impact for STEM educators and learners. 

In this second brief, Generative AI in STEM Teaching: Opportunities and Tradeoffs, the authors 
Jeremy Price and Shuchi Grover explore the exciting possibilities and critical challenges of 
generative AI (GenAI) for STEM teaching. They examine how GenAI may shape STEM classrooms 

By Christopher J. Harris and Eric Wiebe
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in the near future and identify promising trajectories for integrating GenAI into STEM teaching, 
including the potential for personalized teaching approaches. This brief delves into the current 
state of GenAI research and development around five dimensions of STEM teaching: 

1.  Justice, equity, and inclusion

2.  Curricular decision-making and lesson planning

3.  Pedagogy and instruction

4.  Assessing student work and progress

5.  Teacher learning and leadership

Throughout the brief, the authors reaffirm the essential role of teachers and emphasize 
the need to include teachers in the design, development, and study of GenAI tools that are 
intended to benefit STEM education. They also highlight areas of critical concern, urging those 
involved in research and development to prioritize GenAI efforts in addressing the substantive 
problems of practice central to STEM teaching with an overarching aim to create more inclusive 
learning environments. 

All told, this brief offers a valuable perspective that encourages us to consider the profound 
potential impact of GenAI for supporting teachers and improving STEM education on a large 
scale. The emphasis being on potential—in which emerging GenAI tools may help teachers 
navigate the complexities of STEM teaching and strengthen their capacity to deliver high-quality 
learning experiences that are calibrated to the needs of all students in today’s STEM classrooms. 
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Introduction and Motivation

Since the momentous arrival of ChatGPT, generative artificial intelligence (GenAI) has seen 
a significant uptake in K–12 classrooms. According to a recent RAND report (Diliberti et al., 
2024), educators are increasingly incorporating AI tools into their teaching practices. The 
hype surrounding GenAI tools, such as MagicSchool; StretchAI, the AI coach for educators 
by the International Society of Technology in Education (ISTE); and others, has been met 
with both hope and skepticism about their promise of improving teaching and learning and 
creating more inclusive learning environments.

Historically, large-scale AI in education (AIED) efforts date back to the 1980s with intelligent 
tutoring systems (ITSs) aimed at assisting students through personalized learning. Early efforts 
evolved as algorithms that modeled student learning became more sophisticated; however, 
the capabilities of such systems for tailoring learning to individual student’s needs were limited 
by the lack of computing power and access to large corpi of data. With the rise of big data and 
the attendant rise of “learning analytics” and “educational data mining” (EDM)—subfields at 
the intersection of computer science and education—AI-based tools began to move beyond 
being cognitive tutors to systems that embraced socio-emotional factors in student learning 
as well as supporting the teacher by providing in-the-moment insights from digital learning 
environments. However, the research and development culture, shaped in part by the technical 
complexity in working with the underlying platforms, usually resulted in minimal teacher input 
in their development. Additionally, adoption of such technologies was slower than expected—it 
typically required stakeholder buy-in, planning, expenditure, and teacher preparation.

In contrast, the latest machine learning (ML) and GenAI techniques have produced a slew of 
foundational large language models (LLMs), such as OpenAI’s ChatGPT, Anthropic’s Claude, 
Microsoft’s Co-Pilot, and Google’s Gemini, and they are poised to empower and support 
teachers in hitherto unimaginable ways, promising a more general-purpose and democratic 
approach to AI in STEM education. This is largely due to the fact that pre-GenAI research-
based AIED tools represented what is generally viewed as “narrow AI”—AI that is designed 
to perform specific tasks or a limited range of tasks and is focused on a single domain or 
application area (e.g., detecting a student’s struggle with specific mathematics tasks in a 
middle school curriculum). On the other hand, “general-purpose AI” has the capabilities of 
recent LLMs that appear to match human-level intelligence across a wide range of cognitive 
tasks, and which can draw on and apply knowledge across multiple domains.

One of the enduring themes in this historical view of AIED is the emphasis on personalization. 
Personalizing education has been heralded as a transformative equalizer in education 
(Gardner, 2009), offering a pathway to humanize the learning experience by breaking away 
from rigid curricula and standardized teaching methods (Midjaas, 1970; Wolfson, 1968). 
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Rooted in the progressive 
educational philosophies 
of John Dewey and Helen 
Parkhurst (Jenkins, 1998), 
personalized learning emerged 
as a topic in the literature as 
early as the 1960s (Trump, 
1961). The concept gained 
traction through its alignment 
with the individual-focused 
goals of special education 
(Adleman, 1971; Blackhurst, 
1965; Fischer & Rizzo, 
1974) and advancements in 
educational technology that seemed to make this possibility a reality (Gagné, 1974; Harrison, 
1978; Kulik et al., 1976). Today, GenAI is the next step in a long line of educational technologies 
that have been “guaranteed” to fulfill the promise of individualized learning. 

If personalized learning is a humanizing endeavor for students (Fischer & Rizzo, 1974; Midjaas, 
1970), it is unlikely then that any technology on its own will fulfill this promise. As Vallor 
(2024, p. 10) observes, GenAI serves as “a mirror of ourselves, not as we ought to be or could 
be, but as we already are and have long been.” Students becoming who they could be is a 
central goal of education generally and individualized learning specifically. STEM education 
carries additional responsibilities for equipping students to address global challenges, such 
as climate change, disease prevention and response, and hunger. GenAI by itself cannot 
fulfill these aims. As such, in this brief, we focus on individualized teaching and the ways in 
which GenAI can support the STEM teacher. Teachers need to be truly kept in the loop, with 
the GenAI acting as a thought partner or a manager of mundane classroom tasks, thereby 
allowing teachers to focus their energy and time on connecting with students as whole 
individuals. This brief explores individualized teaching and how GenAI can enhance teachers’ 
engagement with students.

However, GenAI in its current off-the-shelf form, even when aimed at teachers rather than 
students, is far from perfect. First, GenAI and LLMs are more broadly considered “black 
boxes” (Latour, 1987), that is, even the designers, engineers, scientists, and programmers 
who create these models are not able to fully explain how an LLM provides response Y given 
prompt X. This opacity and fundamental design as creative, predictive text generation engines 
lead to LLMs sometimes generating fully unexpected, unhelpful, and false information, a 
behavior unwisely referred to as a “hallucination” (Berberette et al., 2024). Second, having 
been trained on an astronomically large corpus of data from the Internet, these models have 
succeeded in automating biases in our society and depicting the dominant worldview and 
culture represented by the Internet. Most LLMs are also trained on material on the Internet, 
copyrighted or not, without permission.

GenAI adversely impacts the health and well-being of the planet, society, and individuals. 
While some progress has been made in LLM design and green energy initiatives, training 
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and deploying GenAI applications still require enormous amounts of energy and water for 
cooling, and their carbon footprint is only expected to grow (Crawford, 2024). At the same 
time, while the “human-in-the-loop” approach—discussed in this research brief and promoted 
in policy documents, such as those from the U.S. Department of Education, Office of 
Educational Technology (2024)—is intended to enhance human agency, input, and control in 
the development and training of LLMs, these practices have a high likelihood of exploitation 
at all levels. Most, if not all, LLMs are trained and tuned through a human-in-the-loop process 
known as “reinforcement learning from human feedback” (RLHF). Most of this human 
feedback is provided by exploited workers in the Global South, particularly Kenya and India, 
who make less than $2 per hour and are unremittingly exposed to racist, violent, and sexual 
content, requiring trauma care that is inadequately provided by the companies employing 
them (Perrigo, 2023; Stahl et al., 2024). It is possible to find LLMs that have been trained only 
on open access and appropriately licensed materials, reducing ethical concerns about using 
content without permission, but it is much more difficult to find an LLM that has not relied 
on exploitative RLHF practices. Even in smaller scale research projects, where it is typical 
for teachers, community members, and students to engage in RLHF, it is essential to treat 
them more as partners than participants, while ensuring fair and equitable compensation for 
their time and expertise (Ballance & Ripley, 2023; McKee, 2024; Rabinowitz et al., 2024). Extra 
attention should be paid to the overall well-being of those engaging in RLHF, as the repetitive 
and tedious nature of RLHF can take a toll on individuals’ mental, emotional, and even physical 
health. Maintaining clear, consistent, and respectful communication while sustaining their 
dignity throughout the process provide crucial safeguards against exploitation (McKee, 2024).

There are potentially great benefits to be drawn from GenAI for STEM teaching, but its ethical, 
environmental, and labor-related concerns should be carefully considered and addressed 
when embarking on a GenAI research initiative. The National Science Foundation’s (NSF’s) 
call for RAPID proposals highlights the promise of general-purpose AI technologies and the 
importance for developing GenAI-based tools and environments that advance equitable 
learning and inclusive teaching, as well as integrating AIED in ethical, responsible, and 
effective ways (National Science Foundation, 2023). Additionally, the NSF’s EducateAI initiative 
underscores the need for research to build an empirical base for AI-powered educational 
interventions in the age of GenAI.

This research brief reviews early GenAI research efforts and provides guidance on advancing 
STEM teacher education research, addressing teacher and school reactions, and considering 
the potential of integrating LLMs to effectively support teachers. This is not a comprehensive 
literature review but a focused examination of ongoing efforts and the impact and future 
directions of generative AIED. We begin by providing a brief grounding in pre-GenAI efforts 
that bear the potential to influence future efforts. We then share the current state of research 
and practice with respect to AI’s impacts on STEM teaching, focusing on key dimensions of 
STEM teaching including justice, equity, and inclusion; the teaching process (i.e., curricular 
decision-making and lesson planning, pedagogy and instruction, and assessing student work 
and progress); and teacher learning and leadership. We conclude this brief by outlining 
emerging promising trajectories for research and practice around GenAI and STEM teaching, 
while also highlighting areas of serious concern and caution.
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The Pre-Generative Roots of 
AI in STEM Teaching

AIED, powered by data and learning analytics, has long promised to enhance accessibility, 
scalability, effectiveness, and personalization for students through diverse teacher- and 
student-facing tools. Here, we share a brief account of the history of AIED efforts over the last 
three decades. Papers such as MacFadyen (2022) and Holmes & Tuomi (2022) share more 
detailed, systematic reviews of the current state of learning analytics and AIED.

Beginning with the extensive work on ITSs (Anderson et al., 1995; Koedinger et al., 1997) 
that were built using pre-ML, symbolic AI techniques, researchers have made considerable 
progress in big data analytics-powered AIED efforts. These approaches involve the use of 
computational analytics and techniques that use log data from digital environments to 
provide insights that aid the teaching and learning process (Grover & Korhonen, 2017). At 
the K–12 levels, AI tools have helped in assessing student learning in formative settings more 
efficiently through auto-grading student responses and providing feedback. In recent years, 
these capabilities have extended to assessing more complex responses in K–12 STEM settings 
(Zhai et al., 2020). Research suggests that well-designed AIED systems can lead to improved 
student outcomes (Williamson & Kizilcec, 2022) by providing student-facing and teacher-
facing support. Student-facing systems have offered personalization to support individualized 
student outcomes by offering learning support, help (Aleven et al., 2016), and automated 
feedback (Maier & Klotz, 2022) to students. Such systems also include an analysis of student 
behaviors, such as engagement or going off-task (Baker & Rossi, 2013), as well as innovations 
that have the potential to make student learning more engaging and interactive. Studies in 
K–12 science classrooms have shown how natural language processing (NLP) and data mining 
techniques can aid in understanding student collaboration (Emara et al., 2021), and how 
ML–enabled automated feedback can help support students’ revision of scientific arguments 
based on data drawn from simulations (Lee et al., 2021).

Over the years, however, there has been significantly less attention given to developing 
teacher-facing AIED systems compared to research involving student-facing AI-powered 
investigations and tools. Tools to support and involve the teacher have typically involved 
dashboards that serve to provide teachers with insights that allow them to track individual 
student progress. These insights help teachers to better identify student struggles and, 
accordingly, better support student learning (e.g., Hutchins & Biswas, 2023b). Some of the 
most compelling AIED in STEM exemplars that are emerging are systems that are both 
student- and teacher-facing, such as InqITS (Gobert et al., 2023) and Assistments (Feng et al., 
2023). The latter, in particular, is an example of a system that began as a more classic student-
centered ITS, but expanded and improved with teacher-facing dashboards and features.

These prior ITSs and AI in education work, in conjunction with emerging projects, provide 
many lessons for the next generation of AIED efforts involving GenAI. Among the most 
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important lessons learned is that for AIED to 
succeed in supporting our goals for K–12 STEM 
teaching, it needs to be human-centered. More 
specifically, successful AIED systems and tools 
require thoughtful design and execution, a 
focus on the processes of student learning 
rather than just the product (or answer), the 
provision of contextual feedback to teachers and 
students, and attention to augmenting rather 
than replacing human teaching (Luckin, 2025). 
Additionally, with GenAI we have an opportunity 
to revisit the idea of personalization in education. 
This technology allows us to not only improve 
upon earlier notions of personalizing learning for 
every student but also to expand it to encompass 
personalized teaching for each teacher.

To understand personalized teaching, we will unpack the positionality of the teacher—and 
STEM teachers in particular. STEM teachers, as cultural beings, bring a tapestry of culturally 
and experientially influenced norms, expectations, knowledge, and practices (Garcia Coll et al., 
2018; Ikpeze, 2016; Lee, 2012). We define “culture” as Nieto does: “the ever-changing values, 
traditions, social and political relationships, and worldview created, shared, and transformed 
by a group of people bound together by a combination of factors that can include a common 
history, geographic location, language, social class, and religion” (2008, p. 129). 

STEM teachers in particular, socially conditioned and academically grounded in the latent 
assumptions that science, technology, engineering, and math are universal and unbiased, 
ultimately require that their students engage in a great deal of code switching and 
assimilation in the classroom—to assimilate into the culture of STEM—in order to be seen as 
successful (Brown et al., 2016; Kaggwa et al., 2023; Keratithamkul et al., 2020). This success 
comes at the expense of the students’ authentic selves (Morales et al., 2021). Morales et al. 
(2021) identify such losses of authenticity to assimilate into the STEM fields as:

...counterproductive to the creation of a richly diverse and inclusive scientific community 
that is prepared to address the questions of our modern world, and more importantly, it 
is deeply disrespectful and harmful to the BIPOC scientists whom the community boasts 
about recruiting.

While culture is a group attribute, it is possible to personalize teaching based on culture, 
promoting inclusion and justice through culturally relevant and sustaining pedagogies (Alim 
et al., 2020; Ladson-Billings, 1995; Paris, 2012; Paris & Alim, 2017). Just as students have 
agency to contribute to and transform the learning experience influenced by structural 
and social conditions (Cook-Sather, 2020; Vaughn, 2020), teachers have agency to react 
and respond to, shape, facilitate, and transform the learning environment (Ko et al., 2022; 
Marco-Bujosa et al., 2020; Priestley et al., 2015; Stephenson Reaves et al., 2022) to engage in 
personalized teaching.
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We define “personalized teaching” as the intentional adjustments that teachers, as 
cultural beings with experiences and backgrounds, make to the learning environment 
to address the unique needs of each student. The shifts and adjustments teachers 
make target the cognitive, social-emotional, and cultural dimensions of each student in the 
classroom. The goal is to facilitate each student’s growth, development, and learning in a 
way that is tailored to their individual needs, preferences, experiences, backgrounds, and 
cultural memberships. This is a key component encoded into curricular and pedagogical 
frameworks that should be further brought to bear on the design and development of 
GenAI for teaching, such as Universal Design for Learning (Rose & Meyer, 2000, 2002), the 
Stanford Neurodiversity Project (Stanford Neurodiversity Project, 2024), Critical Practices for 
Social Justice Education (Learning for Justice, 2023), and the Culturally Responsive-Sustaining 
Teaching Framework (NYSED, 2018).

How teachers engage in personalized teaching is influenced by their own experiences, 
backgrounds, and contexts. Transforming the learning environment through personalized 
teaching requires the affordances of time, knowledge, skills, and specific dispositions from 
teachers, as well as a recognition and understanding of the teacher as a cultural being, all of 
which GenAI has the potential to sharpen, impact, and build upon. Personalized teaching is 
particularly vital for STEM teachers who seek to engage and empower students, especially 
marginalized students who face barriers in the learning environment that prevent them 
from reaching their full potential. These barriers often arise from systemic inequities 
embedded in structural hierarchies related to racial, ethnic, cultural, and linguistic diversity 
as well as neurodiversity (Buxton & Allexsaht-Snider, 2017; Ladson-Billings, 2021; Stanford 
Neurodiversity Project, 2024); disconnects between students’ communities, identities, and 
lived experiences and traditional curricula (Price & McNeill, 2012; Lee, 2021); and the social-
emotional challenges that stem from these misalignments (CASEL, 2024). Personalized 
teaching requires actively recognizing and addressing these barriers in collaboration with 
students and their communities.
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New Directions in AI for STEM 
Teaching 

To explore the emerging directions for AI and STEM teaching, 
we follow the major aspects of teachers’ work and identify 
possible new research directions for the intentional inclusion 
of GenAI. The aspects of teaching we will explore follow:

1.    Justice, equity, and inclusion. As an integral 
component of their work, it is essential for 
teachers to grapple with the question, “How can 
I use AI to help me facilitate an inclusive STEM 
learning environment that promotes justice and 
equity, particularly for marginalized students in 
my classroom?”

2. Teaching process:

• Curricular decision-making and lesson planning. 
This section addresses the question STEM teachers 
are faced with, “How can AI help me understand 
what needs to be taught in STEM and why?”

• Pedagogical practices and instruction. This 
aspect of teacher work is in service of the question, 
“How can AI help me in varied pedagogical 
approaches, activities, and engaging experiences for 
teaching STEM content and practices?”

• Assessing student work and progress. This aspect 
helps teachers explore the question, “How can AI 
support me in ascertaining where my students are 
in achieving learning goals (along both cognitive and 
affective dimensions), what they know, and what 
they are able to do?” 

3. Teacher learning and leadership. Typically not 
considered an aspect of teacher work, but included 
in expectations by schools and districts of what 
STEM teachers should do, this aspect addresses the 
question, “How can AI further teacher growth in STEM 
teaching and build my capacity for leadership among 
my peers?”

• How can I use AI to 
help me facilitate an 
inclusive STEM learning 
environment that 
promotes justice and 
equity, particularly for 
marginalized students 
in my classroom?

• How can AI help me 
understand what 
needs to be taught in 
STEM and why?

• How can AI help me 
in varied pedagogical 
approaches, activities, 
and engaging 
experiences for 
teaching STEM content 
and practices?

• How can AI support 
me in ascertaining 
where my students are 
in achieving learning 
goals (along both 
cognitive and affective 
dimensions), what they 
know, and what they 
are able to do?

• How can AI further 
teacher growth in STEM 
teaching and build my 
capacity for leadership 
among my peers?

Questions for  
Teachers to Consider
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To consider these aspects as a learning 
environment or system that engages student 
learning, we must keep in mind that while teachers 
develop critical social relationships with students, 
their interactions with students in the service 
of teaching and learning are mediated by the 
curriculum, pedagogical practices, and assessments 
(Christie & Lingard, 2020; Hayes, 2003; Hennessy et 
al., 2005; Priestley et al., 2015). Students learn from 
the teacher through those experiences fostered 
and facilitated by the teacher. At the same time, 
teachers are themselves students, so they grow 
and develop professionally through classroom 
experiences and formal opportunities for training. 
Ideally, this system is situated on a foundation of 
justice, equity, and inclusion.

GenAI has the potential to impact each of these 
three aspects of teaching. GenAI’s impact on student 
learning is explored in depth in The Potential of Using 

AI to Improve Student Learning in STEM:  Now and in the Future. GenAI impacts the interaction 
between the teacher and students mediated by aspects of the teaching process. This impact 
can be seen in two broad ways: as an efficiency booster and as a thought partner. As 
an efficiency booster, GenAI can streamline workflows and increase productivity, creating 
more time for teachers to engage in personalized teaching. As a thought partner, GenAI can 
provide feedback on decision-making, help clarify ideas, and suggest new approaches, thereby 
supporting teachers in developing the knowledge, skills, and dispositions required for effective 
personalized teaching. We will touch upon these dual roles of GenAI as we discuss each aspect 
of teaching in detail.

Justice, Equity, and Inclusion
As diversity within schools and the roles of schools and educational systems in upholding 
oppressive structures, practices, and beliefs are increasingly recognized and politicized, it is 
a responsibility of all STEM teachers to interrogate their own work to foster more inclusive 
and more just learning environments by leaning into the existing literature that points to 
opportunities to engage in self-reflection and self-awareness and to identify issues of bias. 

Situating GenAI in Justice, Equity, and Inclusion Efforts
The rapid pace of change in and uncertainty around GenAI opens the door for researchers 
to investigate, define, and provide pathways through this GenAI moment at the outset to 
ensure that justice, equity, inclusion, and community cultural capital and wealth are encoded 
within the orientations and structures of a GenAI system that will assist—rather than replace 
(De Cremer & Kasparov, 2021)—teachers in planning STEM activities. This rapid and critical 
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response will help to define the educational GenAI research and practice agenda and orient 
it in a way that promotes a local and context-bound experience, helping to foster cultural 
sustainability (Alim et al., 2020; Laster et al., 2020; Paris, 2012).

GenAI offers a unique opportunity to address sensitive topics that may be uncomfortable 
for some teachers—such as implicit biases and deficit-based perspectives and practices. 
Research suggests that people often react less defensively when interacting with AI agents 
compared to human counterparts (Candrian & Scherer, 2023). For instance, a teacher seeking 
to personalize their teaching by supporting and sustaining students’ cultural identities 
through STEM activities, or reflecting on implicit biases and deficit-oriented approaches in 
their STEM curriculum, might be more open to feedback from GenAI than from a colleague, 
coach, or supervisor. GenAI can foster a sense of being heard and is adept at detecting and 
responding to users’ emotions (Yin et al., 2024). Additionally, with its core design principle 
of being helpful to humans (Anthropic, 2024), a GenAI chatbot has the potential to guide 
teachers in identifying and addressing biases. It can help them adopt an assets-based, 
culturally sustaining teaching approach in a nonjudgmental environment, allowing them to 
process and learn without fear of disappointing or offending others. This creates space for 
teachers to recognize themselves as students, just like their students. 

Our commitment to personalized STEM teaching emphasizes the need for GenAI to generate 
responses that are specific to community cultural wealth and capital (Solorzano & Yosso, 
2001; Yosso, 2005) and to the unique assets and needs of individual students (Cioè-Peña, 
2022; Rose & Meyer, 2000). This approach contrasts with generic “unbiased” or “color-blind” 
outputs, which often fail to address systemic inequities (Slota et al., 2021; Watkins, 2021). 
GenAI relies on vast datasets to produce statistically optimized results and therefore tends 
to default to “normal” identities—white, monolingual English speakers, upper-middle class, 
suburban/metropolitan, neurotypical, able-bodied, cisgender, and straight. Such biases make 
it poorly equipped to handle “edge cases” that represent identities and communities outside 
of these norms or to address the complexities of intersectional identities (Johnson, 2024). 
Emerging evidence, however, suggests that GenAI can support teachers in developing ethical, 
culturally responsive, and context-specific approaches to teaching and learning (Alasadi & 
Baiz, 2023; Colace et al., 2020). This potential depends on training GenAI with an appropriate 
corpus and fine-tuning it effectively. With intentional prompting and scripting, GenAI can 
draw on training data that amplifies the voices, practices, experiences, and worldviews of 
multicultural, Indigenous, and other historically marginalized communities.

Examples of GenAI for Justice, Equity, and Inclusion Efforts
In their NSF-funded RAPID effort, Price et al. (2023) are engaged in constructing, training, 
and fine-tuning a GenAI LLM chatbot to assist teachers in developing culturally responsive 
(Brown et al., 2022; Gay, 2018) and culturally sustaining (Alim et al., 2020; Paris, 2012; Paris 
& Alim, 2017) STEM curricula and activities. In addition to utilizing national and state STEM 
standards, summaries of scholarship on culturally responsive and sustaining curricula, 
and open source libraries of STEM activities as training materials, the LLM will be trained 
on the voices of intersectionally diverse families, community members, and educators. 
Drawing on a values-centered design research methodology (Calo et al., 2021; Hendry et 
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al., 2021), the participants are prompted through a multi-step process to relate stories of 
Gen AI supporting teachers in enacting just and inclusive practices. All participants centered 
the importance of honor and love toward students beyond the cognitive and disciplinary 
growth of students, prompting additional training materials that focus on the ethic of 
caring and respect (Fritzgerald, 2020; Noddings, 1988, 2010). In promising initial results, the 
pilot version of the AI chatbot is providing general guidance in response to prompts that 
promotes a culturally aware approach to STEM teaching, prompting the teacher to consider 
the social-emotional experience of students. This AI chatbot provides this guidance while 
citing research-based sources that support this approach.1 

This pathway for supporting diversity, equity, and inclusion efforts in STEM teaching through 
the use of GenAI requires an intentional effort to identify appropriately focused training data, 
tuning protocols, and prompt engineering frameworks. 

Research Trajectories for GenAI in Justice, Equity, and Inclusion 
Efforts
In addition to the particular focus on culturally responsive and sustaining approaches to STEM 
teaching, the participants in Price and colleagues’ (2023) project also had the opportunity to 
define the roles and responsibilities of a chatbot in the classroom in innovative and surprising 
ways. Researchers and learning scientists can only go so far in anticipating appropriate 
approaches to support teachers, students, and communities. It is increasingly clear that 
interdisciplinary teams, as well as members of the communities that the research is intended to 
support, should be at the table throughout the entire research process cycle (Watkins, 2021).

This focus on partnerships between researchers, teachers, and communities to support STEM 
teaching that addresses the generational legacies of racism, classism, and ableism (to name a 
few) is critical for supporting effective and meaningful STEM teaching. GenAI has potential to 
support these efforts, as explored in the Toward Ethical and Just AI in Education Research brief 
(Barnes et al., 2024). Because of the centrality and critical need for just, equitable, and inclusive 
STEM teaching, this section is first to set the stage and inform the remaining sections of this 
research brief.

Curricular Decision-Making and Lesson Planning
STEM teachers make thousands of decisions and judgments each school day. The decisions 
and judgments they make around curriculum and lesson planning, however, have direct 
bearing on the learning in which students engage, setting them up for success or failure. 
STEM curricula and lessons not only provide a set of activities that students do, but also 
highlight the depth and breadth of STEM content and practices that students learn and 

 1 While GenAI chatbots have a tendency to “hallucinate” and create research studies through a 
probabilistic algorithm to support their responses, this AI application has not; it has only drawn on actual 
published research reports. It has, however, stretched these research reports beyond their scope and 
set of evidence-based claims. Innovations in Retrieval-Augmented Generation (RAG) have demonstrated 
a decrease in hallucinations and an increase in the ability for the GenAI to explain where information is 
coming from (Agrawal, et al., 20204; Alcaraz, 2024; Couldwell, 2024).
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embody the values through which STEM teaching and learning are enacted (Hu & Guo, 2021; 
Ko et al., 2022). GenAI has the potential to support STEM teachers in curating, designing, and 
adapting STEM lesson plans and activities (Karpouzis et al., 2024; Wang, 2023). In addition, as 
GenAI can accomplish some of the mundane tasks required for classroom management, the 
teacher can engage GenAI in designing supportive learning environments through uniquely 
tailored activities and curricular pathways.

There is a long tradition of research into teachers’ curricular decision-making and lesson 
planning (Ball & Cohen, 1996; Ben-Peretz, 1975; Borko et al., 1990; Remillard, 2005; Schwab, 
1973), particularly in STEM subjects. Much of this research focuses on (1) how teachers can 
support student learning through curriculum design (Anderson & Tully, 2024; Cherbow & 
McNeill, 2022), (2) teacher learning by developing knowledge and competencies through the 
planning process (Amador et al., 2022; Lertdechapat & Faikhamta, 2021; McFadden & Roehrig, 
2017), and (3) the disruption of the typical hierarchical approach in STEM curriculum design 
(Chiu et al., 2021; Stephenson Reaves et al., 2022). Curriculum design and lesson planning 
are frequently part of the work of STEM teachers that neither students nor the general public 
typically see, requiring additional time and energy during and outside of the regular school day.

Examples of GenAI for Curricular Decision-Making and Lesson 
Planning
GenAI provides opportunities to support teachers in all of these areas of curriculum design 
and lesson planning. Through their NSF-funded RAPID AI project, Wang (2023) is currently 
exploring the ways in which GenAI can support teachers in creating STEM curricula based 
on the WGBH Educational Foundation’s STEM learning resources. The project will provide 
teachers with “LLM building blocks,” allowing teachers to guide the GenAI in a way that 
is consistent with their goals for the lesson. Karpouzis et al. (2024) are designing an NLP 
“digital assistant” for educators to provide assistance in tailoring lesson plans according 
to factors such as the teacher’s goals and student characteristics. It should be noted that 
GenAIs lean toward expressing systemic and latent biases (Zhou et al., 2024) and tend to 
provide generic—rather than specific—responses to complex problems and issues in areas 
as disparate as the digital humanities and aviation accident investigation (Guo, 2024; Ziakkas 
& Pechlivanis, 2023). The STEM curriculum and the Next Generation Science Standards are 
rooted in the complex interweaving of specific conceptual ideas, crosscutting concepts, and 
practices. The tendency toward the generic can lead to cursory exploration of content and 
lax approaches to practices. Mathematics education requires a similar focus on details; 
Sakamoto et al. (2024) found this generic tendency to be problematic for teachers in a cross-
cultural evaluation of an AI-generated math lesson plan. Any effort to use GenAI for the 
creation of curriculum should be examined closely and treated as a broad strokes outline, 
with human teachers guaranteeing the depth and rigor necessary for the creation of good 
STEM curricula.

There are structural issues in curriculum design and lesson planning that GenAI cannot fix, 
such as societal biases and the uncompensated and extensive demands on teachers’ time 
outside the classroom when much of this planning takes place. Generative AI, however, can 
impact the efficiency of teachers in many tasks in the curriculum design and lesson planning 
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process (Karpouzis et al., 2024), supported by research in other fields (e.g., Al Naqbi et al., 
2024; Brynjolfsson et al., 2023; Noy & Zhang, 2023).

Research Trajectories for GenAI for Curricular Decision-Making and 
Lesson Planning
As noted above, there are trade-offs to this boost in efficiency. A promising direction in 
the research is viewing human-AI interactions as ongoing dialogues and co-constructive 
processes so that teachers and educators provide feedback to the GenAI to ensure that it is 
providing effective and relevant—not just efficient—responses to teachers’ queries (Eriksen & 
Eriksen, 2023; Muller et al., n.d.; Sun et al., 2024; Treleaven & Brown, 2024). In an ideal world, 
time saved in lesson planning would allow teachers to devote more time to attending to the 
more human aspects of relationship-building and addressing individual student needs. That 
said, providing teachers more time to focus on constructing the resources, activities, and 
lesson plans necessary to engage the individual students in their classroom may be more 
sustainably addressed through broad changes in policy and societal norms to reorganize 
the expectations placed on teachers. A promising trajectory in research on STEM curriculum 
development and lesson planning, however, is exploring the ways in which teachers and 
GenAI learn from each other. Such as exploration may not only improve efficiency in the long 
run but may also result in context- and culturally relevant and sustaining STEM curricula to 
better support the individual students in their classrooms.

Pedagogical Practices and Instruction
Much of the school day for STEM teachers is spent interacting and engaging with students in 
multiple ways, from whole class direct instruction to group work to one-on-one coaching and 
tutoring. This section highlights research that has illuminated the ways in which AI can support 
STEM teachers in their pedagogical and instructional practices, the management of their 
classroom, and opportunities for new areas of research. As noted throughout this research 
brief, the emphasis in this section is on assisting the teacher rather than replacing the teacher.

There are a number of different ways in which GenAI can support teachers in the active 
pedagogical moves in the classroom. First, GenAI can support teachers by providing one-on-
one or small group individualized coaching to students, building on past work around tutoring 
systems. The second is through supporting teachers in identifying and utilizing appropriate 
instructional or pedagogical moves in the classroom based on interactions with students. 
A third area is one that is highly practical, assisting the teacher in classroom management, 
potentially allowing the teacher to focus on engaging in personalized teaching methods to 
support the individual students in their classrooms. We share some examples below.

Examples of GenAI in Support of Pedagogical Practices and 
Instruction
Through a self-study process of examining interactions with ChatGPT, Cooper (2023) 
identified several ways in which GenAI can help direct teachers through their instructional 
decision-making. However retrospectively or prospectively, Cooper found that GenAI was able 
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to engage in conversations around redirecting the teacher toward more student-centered 
pedagogies, reminding the teacher of their duty to care for all students and to develop tools 
for specific purposes, such as activities and rubrics, while teaching. Chen (2023) noted the 
ability to use AI image generators to create images that would provide a hook into a lesson 
or topic that may not be available otherwise. However, caution and vigilance are necessary. 
Edouard (2024) found AI image generators to embody and perpetuate racial and cultural 
biases, and thus hinder culturally relevant designs when Black students used them as a 
co-creative tool for designing game characters. Demensky & Liu (2023) presented an NLP-
based automated tool to provide instructors with feedback on dialogic teaching practices and 
teacher responsiveness, including student engagement, talk time, and questioning strategies 
in an online introductory programming course for high school students.

Research Trajectories for GenAI in Support of Pedagogical Practices 
and Instruction
Beyond the possibilities, it is necessary to think through the infrastructures that may 
facilitate these processes. A dashboard-based system backed by GenAI is a promising model 
for the field (Hutchins & Biswas, 2023a, 2024). By integrating co-designed learning analytics, 
data visualizations, teacher reflections and observations, and AI supports, GenAI may be able 
to provide a robust platform of just-in-time support for teachers to reflect on in the moment 
and consider next instructional steps. It will be critical to have teachers in the loop to help 
design and fine-tune the system so that it can reliably provide this type of support.

Classroom management was a surprising—although significant—finding for the use of AI in 
STEM teaching. Through a community-engaged and values sensitive design process based on 
the works of Bang & Vossoughi (2016) and Hendry et al. (2021), Price et al. (2023) facilitated 
listening sessions with teachers and families at an elementary school in a large city school 
district. Participants shared stories of AI serving, in many ways, as an instructional assistant. 
While the classroom teacher worked with individuals or groups in a STEM classroom, an AI 
engaged the other students in the class in topical conversations and activities. This is a tacit 
recognition that teacher-student engagements are most effective as one-on-one discussions 
or in small groups. This GenAI provided whole class coverage while the teacher engaged 
in focused teaching. Participants also identified another potential role for GenAI: assisting 
teachers in checking in with students on their social-emotional well-being. This is particularly 
significant as research consistently shows that students’ experiences outside of school 
profoundly influence their engagement and learning in the classroom (Aronson & Laughter, 
2016; Blanchett et al., 2009; Nespor, 1997; Noddings, 1988). These imagined futures, while 
potentially controversial and not without unforeseen consequences, envision classrooms 
where a single human teacher is supported by multiple GenAI agents. These agents could 
address various needs of both students and the teacher, supporting personalized teaching 
and helping maintain a positive, effective learning environment.

What was made crystal clear in the stories that emerged from participants in the Price et 
al. study (2023) was that teachers were eager to do the job they were hired to do: teach. 
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GenAI has the potential to assist teachers in novel and innovative ways through the 
practicalities and practices of teaching in the dynamic space that is a classroom. Ideally, this 
assistance would yield greater efficiency in the persistent tasks that teachers are required to 
accomplish. Indeed, there is evidence that teachers are utilizing GenAI for these very reasons 
(K. Johnson, 2023, 2024). There is plenty of evidence, however, that technologies intended 
to create efficiencies and therefore provide the user with more time for other pursuits have 
led to unintended consequences or backfired, a phenomenon known as the productivity 
paradox (e.g., Aggarwal-Schifellite, 2017; Barros, 2023; Hajli et al., 2015). While research on 
the impacts of GenAI on teacher efficiency is important, it should be done within the context 
of societal expectations and existing accountability structures.

Formative and Summative Assessments
Classroom-based formative and summative assessments are crucial for providing important 
feedback to teachers that illuminate where adjustments need to be made to curriculum and 
teaching strategies. They also provide feedback to students about where they are in the 
learning journey toward stated learning goals. 

Situating GenAI in Formative and Summative Assessments
As with AI-related research in the previous decade, a compelling use case for GenAI is to aid 
in automated scoring and feedback for students and teachers. As it happens, many of the 
recent “pre-Generative AI” AI/ML in education efforts, especially in science education, have 
been focused on assessing student learning and specifically for automated scoring of open-
ended responses by students as part of scientific argumentation and explanation (Zhai et al., 
2020). Other efforts have focused on studying learning processes through examining trace 
data from digital learning environments as a type of formative assessment (Gobert et al., 
2013; Grover et al., 2017; Shute & Ventura, 2015). This section provides insight into research 
on STEM assessment using GenAI tools as well as potential promising research trajectories. 

Examples of GenAI in Formative and Summative Assessments
Multiple science education research efforts are leveraging these new technologies to 
aid teachers in the analysis of long-form, open-ended responses of students’ scientific 
argumentation and explanation. Such explanations are time consuming to assess manually, 
and they either do not get comprehensively assessed by teachers or are not processed in a 
timely manner to provide the intended timely formative feedback to teachers and students. 
Such assessments also present challenges as they involve evaluating students’ ability to 
apply multiple dimensions of scientific knowledge to comprehend and analyze phenomena 
(National Research Council, 2011; Zhai et al., 2020). LLMs such as Google’s BERT2 (Devlin, et 
al., 2019) were precursors to today’s LLMs (e.g., ChatGPT, Gemini, and Bard) and were able 
to provide support for and accomplish these tasks. These models excel in this area since the 
emphasis is on the analysis rather than the generation of text, which is the domain of GenAI.

2 BERT stands for “Bidirectional Encoder Representations from Transformers.”
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In other research, students’ proficiency in scientific explanation was categorized by 
combining Google’s BERT with an ontological framework tailored to a contextualized science 
assessment. Their findings revealed that although pretrained language models, such as 
BERT, improve performance on language tasks in education, using ontology-based systems 
to identify domain-specific terms and replace them with related sibling terms in sentences 
can notably enhance the accuracy of classification models. In a similar vein, Cohn et al. (2024) 
use human-in-the-loop NLP to automatically score short answer questions in formative 
“check-ins” in a curriculum involving the integration of science, computing, and engineering 
concepts. Specifically, they employ a chain-of-thought (CoT) prompting technique, which 
encourages step-by-step reasoning in the model’s responses. This is combined with active 
learning on the part of the model, where it is improved by incorporating input from teachers 
and students. This process refines the model’s scoring accuracy. Another promising aspect 
about this research is that these LLMs can score formative assessments regarding scientific 
processes as expressed in diagrams and images (with arrows) by citing evidence from 
students’ responses and tying it back to the rubric to help guide scoring decisions. This 
extension to traditional CoT prompting of using the reasoning chains to cite evidence from 
students’ responses, both improves the LLMs’ scoring abilities and allows LLMs to provide 
feedback to teachers and students explaining why (or why not) students are awarded points 
based on the evidence from their responses and the rubric. Both Wang et al. (2024) and 
Cohn et al. (2024) report on high accuracy rates when compared with human scoring. 

In addition, researchers are engaging in research on GenAI technologies to help teachers 
not only with achieving greater efficiency and accuracy, but also in accomplishing things 
teachers simply could not do before. In an NSF-funded RAPID project led by Grover & 
Clarkson (2023), high school mathematics teachers from rural, suburban, and urban 
Indiana use ALICE, an LLM trained on the open source WeBWorK (Gage et al., 2001) library 
of math problems. ALICE generates technology-enhanced assessments (TEAs) that are 
auto-gradable, interactive, and randomized (isomorphic), features that support classroom 
formative assessment to aid the teaching and learning process. ALICE takes prompts in 
natural language to generate the WeBWorK code for the corresponding TEA along with hints 
and a teacher solution. Such code is normally written by programmers, effectively excluding 
K–12 teachers from the process of creating WeBWorK TEAs. Preliminary findings show 
that teachers using ALICE feel empowered and excited about creating seemingly endless 
variations of problems, and they are leveraging ALICE’s “creativity” to create problems that 
are relevant to their students’ contexts (Grover et al., 2024). However, the more interesting 
findings from teacher interviews pointed to a whole host of factors that influence a teacher’s 
experience working with an LLM for math problem generation—usefulness in teaching, 
prompt creation, and refinement process; student use and reactions; viewing AI as a thought 
partner; comparison with their usual approach (to assessments); and attitude toward GenAI 
generally and its future use. These findings suggest that the question is not whether a 
teacher will use GenAI or not, but the question should be how teachers will use Gen AI in 
context. The project highlights the importance of understanding the science of teacher-AI 
teaming and domain-specific prompt engineering. 
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Research Trajectories for GenAI in Formative and Summative 
Assessments
An emergent theme appears to be the fine-tuning of GenAI responses through techniques 
such as CoT and few-shot learning (an approach to training GenAI through limited, rather 
than broad-ranging and repeated, exposure to training data) with the goal of guiding the 
LLM to provide more targeted support in assessing student learning. Another emergent 
theme is the design and training of domain-specific GenAIs or otherwise augmented GenAIs. 
This approach has the potential for supporting diverse students and the implementation of 
culturally relevant pedagogies in the classroom. Given that the current corpus of general-
purpose GenAI LLMs (such as those from OpenAI, Google, and Meta) have been trained 
on the Internet as their dataset, it is fair to assume that these LLMs do not represent 
Indigenous peoples’ and other cultures’ knowledge and ways of knowing and doing STEM 
due to the statistical centering and outlier reductions that take place. We can take a leaf 
out of the ongoing approaches in the research projects described above to design and train 
custom LLMs or fine-tune or otherwise augment training data for GenAIs to fill in the gaps 
and make them work for all our students and in diverse settings. Such GenAIs can aid in 
personalizing teaching and learning by automating the design of assessments that are keyed 
toward individual students. As an example, GenAI can ensure students are not all answering 
the same multiple choice questions, but rather questions that are geared towards them 
individually. These GenAI systems also provide options to allow assessment to be more 
multifaceted, multimodal, and multidimensional.

In-Service and Preservice Teacher Learning and Leadership
STEM teaching requires continuous learning to stay abreast of new discoveries in the STEM 
fields and innovative pedagogical and curricular practices to address a dynamic classroom 
and the needs and dispositions of individual students. It is also a profession that requires 
maintaining licensure and sustaining a rigorous induction process. These requirements place 
paramount importance on professional development (PD) and learning. In addition, it is often 
expected that STEM teachers will rise to fulfill peer leadership roles, particularly since there 
are institutionally few opportunities for advancement within the role of the STEM teacher. 
This section explores the current state of research and the possibilities for AI in helping in-
service and preservice STEM teachers grow and develop capacity for leadership.

Situating GenAI in Teacher Learning and Leadership
Up until this point, the role of GenAI has been focused primarily on the teacher’s role in 
changing and transforming the learning environment. However, the focus on teacher learning 
in this section now considers the educator as a whole human being with a sense of invested 
agency in the learning environment. GenAI, then, has the potential to be incorporated into 
learning environments where the teachers are beneficiaries of personalized teaching, which 
then serves as a foundation for their professional growth. Research has shown that while 
sustained professional learning that explores, uncovers, and stretches teachers’ experiences 
in concrete situations are effective in teacher learning and growth (Huang et al., 2022; Miller 
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et al., 2021; Sims & Fletcher-Wood, 2021), many in-service teacher learning opportunities fall 
short of meeting the needs and challenges of in-service teachers (Dede et al., 2016; Gould, 
2008; Miller et al., 2021). There are also access gaps to quality PD for teachers at under-
resourced and rural school districts (Copur-Gencturk et al., 2024).

Examples of GenAI in Teacher Learning and Leadership
Chiu (2023) identifies several areas that GenAI can impact the outcomes and content of 
both in-service and preservice teacher learning opportunities, including 1) supporting the 
development of teacher facilitation and leadership skills, 2) promoting interdisciplinarity, 
and 3) fostering teachers’ AI literacy. In a randomized controlled study, Copur-Gencturk 
et al. (2024) found that GenAI and LLMs serving as virtual facilitators providing real-time 
feedback to teachers are significantly more effective at improving student outcomes than the 
traditional models of in-service teacher PD. In essence, preparation for personalized teaching 
with GenAI can be engendered through personalized teacher PD. Such personalization can take 
into account teachers’ backgrounds, their existing teaching philosophies, and their attitudes 
toward AI (Grover et al., 2024).

This sustained learning may aid STEM teachers in becoming teacher leaders, coaches, and 
mentors, critical stepping stones for growth in a profession that has few opportunities for 
advancement. In addition, understanding that there may be unintended consequences 
and that larger barriers are at play, the efficiencies afforded by GenAI may free up time for 
teachers to engage in mentorship and collaboration. Also, just as with most new technologies 
introduced to the classroom, early adopters of GenAI are helping colleagues use chatbots for 
professional purposes, serving as either informal or formal mentors (Johnson, 2024).

Research Trajectories for GenAI in Teacher Learning and Leadership
To foster changes in preservice and in-service learning opportunities for STEM teachers with 
GenAI, Langran et al. (2024) identified a constellation of factors that require negotiation and 
navigation for successful at-scale outcomes. These include engaging in ongoing and organic 
discourse, building momentum for the use of GenAI, and building on existing structures, 
such as university and state-mandated professional requirements, partnerships with local 
schools, and expertise from professional associations and experts. These possibilities point 
to the role of infrastructuring-based research (Hopkins et al., 2013; Hopkins & Woulfin, 2015; 
Penuel, 2019) in the area of GenAI and teacher learning. While a focus on co-constructing 
and analyzing infrastructures is important in all areas of this report, it is particularly salient 
in the area of teacher learning and leadership due to the complex nature of the in-service 
and preservice teacher learning enterprise, which is shaped by local, state, and national 
sociopolitical climates and policy initiatives; demographic and socio-ecological contexts; 
and access to technologies, expertise, opportunities, and offerings. As an organization that 
provides national standards, PD, and existing teacher learning networks, ISTE can serve as a 
practical national-scale resource and partner for teachers and educational researchers.
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The Way Forward for AI in STEM 
Teaching: A Complex Interplay of 
Opportunities and Risks 

In this section, we share additional overarching themes that have emerged from our 
commentary and current research presented in the previous sections. Embedded in these 
themes are the following: (1) broader takeaways than those shared in the previous sections; 
(2) opportunities for future empirical inquiry; (3) opportunities for immediate and future 
research; (4) guidance that can ensure mindful, just, and productive use of AI in STEM 
classrooms; and (5) concerns that must be dealt with and addressed if we hope to succeed 
in this endeavor. In the end, a key goal of this brief is to ensure that future research on AI in 
STEM teaching is purposeful and mindful of the issues described here.

Opportunities: Promising Research Trajectories

GenAI as an Artificial Teacher’s Helper
For the last three or more decades, teachers have borne the brunt of having to incorporate 
into their classrooms the endless flow of purportedly promising “edtech”—computing-
enabled technologies that, more often than not, have been developed by technologists 
without meaningful collaboration with teachers or engagement in classrooms. The hype 
cycles accompanying this unending array of new technologies tout how the “next new thing” 
will be the silver bullet to address the challenges of teaching STEM subjects to all students. In 
the typical hype cycle, pressures from administrators force teachers to invest time and effort 
to learn about and leverage these shiny new tools. After decades of witnessing the familiar 
cycle where the promises of educational technology often under-deliver or even cause 
setbacks, it is time for policymakers, administrators, technology developers, and researchers 
to acknowledge the immeasurable importance of teachers in the classroom, as consistently 
highlighted in this research brief. The necessary and invaluable human relationships they 
bring to the learning equation cannot be overstated. AI tools must support, not supplant 
the teacher. We cannot minimize the importance of the human connection, and neither 
can nor should we put our classes on auto-pilot. Classrooms should not be conceived of as 
potential autonomous driving vehicles. Even in settings where students are being provided 
individualized guidance from AI, the teacher must always have their hands on the wheel.

We do not believe that GenAI necessarily makes better decisions, but it can be part of a 
toolkit that allows teachers to make better decisions. There is the need to recognize the 
monumental task of teaching and the many challenges STEM teachers face in their day-to-day 
work. There is also a need to develop GenAI tools that are teacher-facing and are consciously 
designed to help teachers alleviate the challenges they face in enacting good STEM teaching. 
There are plenty of gaps that can be viewed as opportunities to create supportive tools to 
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aid teachers in their STEM-teaching activities 
and classroom practice. Such tools must be co-
developed and co-designed with teachers (as 
described in more detail below), in addition 
to balancing innovation and responsibility as 
described in the U.S. Department of Education’s 
Office of Educational Technology’s (2024) 
guidelines for developers.

With the mantra of “always center educators (ACE) 
in AI” as a foundational guiding principle (U.S. 
Department of Education, Office of Educational 
Technology, 2023), we share additional themes 
and concerns for AI in STEM teaching that present 
opportunities for the NSF Discovery Research 
PreK-12 (DRK–12) and other education research 
communities to address.

Contextualizing and Illuminating the “Black Box” of AI in STEM 
Teaching
In partnership with computer and data scientists, educational researchers have an 
opportunity to address the shortcomings of GenAI, which have real-world and material 
impacts on its use by STEM teachers. For such systems to be fully effective, the black box of 
GenAI must be fully open to examination throughout the design and development process.

Even though GenAI typically responds to teaching situations in a very generic manner, as 
discussed earlier in the Curricular Decision-Making and Lesson Planning section of this brief, 
it is important to remember that teaching is always contextual. As a recent report on human-
AI teaming suggests (National Academies of Sciences, Engineering, and Medicine, 2022), 
research is needed to determine improved methods for supporting collaboration between 
teachers and AI systems in shared functions. This includes supporting human teachers 
working with AI systems at multiple levels of automation and determining methods for 
maintaining or regaining situational awareness when working with AI systems at high levels of 
automation (as represented by former 1-1 cognitive tutoring systems).

Currently, most promising emerging strategies for designing socio-technical systems that 
leverage GenAI LLMs in STEM classrooms appear to involve fine-tuning, augmenting, and/or 
customizing LLMs to assist teachers in developing STEM activities, assessments, and materials 
that are not only pertinent to the topics at hand but also culturally relevant and sustaining 
(Alim et al., 2020; Ladson- Billings, 1995; Paris, 2012; Paris & Alim, 2017). Such socio-technical 
systems also involve human-AI interactions as ongoing dialogues and co-constructive 
processes so that teachers provide feedback to the GenAI to ensure it is providing effective 
and relevant—not just efficient—responses to teachers’ and students’ queries. A critical, 
prudent strategy will be to provide teachers with tools and the know-how to perform the last 
mile of fine-tuning and contextualization of the LLMs they use in their teaching.
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In a similar vein, there need to be investigations of how to support teachers in enacting the 
human-AI-human pathway, where AI use is initiated by teachers, and the output is reviewed, 
revised, and refined before being used in the classroom. A promising approach in this space 
incorporates finely tuned language models and/or draws from specialized data sources, 
such as knowledge graphs (Rathle, 2024), so that the situational knowledge of the teacher, 
students, and classroom context are considered in GenAI’s outputs of lesson planning, 
assessments, and pedagogical strategies. Whether such customized versions of foundational 
off-the-shelf LLMs will authentically serve the needs of STEM teaching or whether content- 
and context-specific small language models (e.g., Liu et al., 2024) will win the day is an area 
ripe for research. Each of these approaches opens up the development process to teachers 
and researchers, making the black box more transparent and shining light on the process of 
preparing and training GenAI systems.

Co-design and Participatory Design with Teachers and Communities
One of the deep challenges with GenAI is ensuring that the LLMs, algorithms, and training 
data fit the social, cultural, and geographic contexts in which it is employed. Utilizing the 
typical “more data will make it better” approach tends to contribute to flattened, color-blind, 
and context-independent responses by AI chatbots (Price, 2024). It is critical then to ensure 
that teachers and families are involved in the design and development of GenAI-based tools 
specific to STEM teaching. Community-engaged and critical participatory design research 
methodologies (e.g., Bang et al., 2016; Bang & Vossoughi, 2016) are promising avenues for 
ensuring that the voices and perspectives of educators and families are included in the 
design and development process. Calo et al. (2021) provide such a methodological framework 
specifically designed to elicit possibilities for AI in context. This methodology guides 
participants through a structured process with scaffolding to construct a culturally embedded 
short story demonstrating the activities and impacts of AI in context. The process involves 
not only cognitive exercises, which include a mix of questions and frameworks to illuminate 
and relate the stories, but also the incorporation and construction of material artifacts that 
highlight the importance and durability of their values and ideas.

The inclusion of educator and community voices can also help move the conversation about the 
design and development of GenAI tools from a deficit-based approach to an asset- or strengths-
based approach (Ocumpaugh et al., 2024). Of critical importance is to delve deeper than simply 
“leveraging assets,” as described in most asset-based approaches. Delving deeper into the 
design and development of GenAI tools for teaching involves efforts to sustain cultures (Alim et 
al., 2020; Paris, 2012) and pushing back at the normalizing effects of disciplinary STEM learning 
while providing opportunities for STEM students to bring their cultures and identities with 
them, carried, supported, and strengthened in the STEM learning process.

A technical solution to this diverse and inclusive approach to constructing GenAIs is by 
populating vector- and graph-based databases with culturally sustaining knowledge, 
worldviews, and practices of marginalized communities and cultures, thereby making them 
available to GenAI systems (IVOW, 2018, 2020, 2021). Providing GenAI applications with 
this form of structured “data” can increase the likelihood that the responses of the LLM will 
reflect these racially, ethnically, culturally, linguistically, and neurologically diverse voices and 



26  | Generative AI in STEM Teaching: Opportunities and Tradeoffs

wisdom, which tend to be flattened and minimized in the statistical processes of LLMs. Such an 
approach can provide new entry points and forge new pathways in STEM teaching and learning.

In a sense, GenAI can serve as a virtual co-teacher or coach to remind teachers of the 
diversity embodied in their students and provide supports and strategies for teaching and 
engaging them. GenAI can be used to support these goals, however, only if teachers, families, 
and communities are part of the design and development process of both GenAI tools and 
the databases from the beginning of construction and then throughout the entire process.

Leveraging Past Education Research for More Impactful GenAI
The corpus of research that addresses all the aspects of STEM teaching is not only 
comprehensive but relevant, even as we move to an age of GenAI in STEM classrooms. One 
could argue that it is absolutely crucial for GenAI LLMs to encode learning theory and findings 
from research on STEM teaching so that their outputs reflect the best evidence-based 
knowledge we have on the issues of justice and inclusion, curriculum and instruction design, 
pedagogy, assessments, and teacher preparation in K–12 STEM.

For example, the importance of learning trajectories and progressions, as they relate to 
establishing learning goals and standards, driving formative assessment (Harris, et al., 2023), 
and supporting STEM classroom pedagogy and lesson planning are well recognized. In our 
literature reviews for preparing this brief, it was not clear whether LLMs draw from research 
on STEM learning progressions, and even if they do, how well GenAI applications are able to 
leverage learning trajectories and progressions. By integrating progressions, AI could identify 
coherent, interconnected pathways that map out how to develop students’ knowledge and 
skills with targeted instructional supports. This approach is promising because the AI would 
be informed by learning theory based on previous research on student cognition and learning 
and structured around disciplinary content and practices.

Curriculum and activity decisions are paradigmatic, relying on either latent or explicit 
(preferred) models of student cognition. Any LLM used by teachers to generate lesson plans 
and activities must be transparent as to what models of student cognition it draws on. As 
mentioned in the Formative and Summative Assessments section, there has been a large 
body of research conducted on ITSs over the last three decades devoted to understanding 
and encoding models of student cognition into AI models (e.g., Koedinger et al., 2012). The 
recent LLM-powered GenAI tools do not appear to be leveraging that prior research. A 
compelling research agenda on AIED should include investigating how we leverage this prior 
work to augment and enhance general-purpose GenAI LLMs, and how models of student 
cognition and learning can be embedded in LLMs. 

Many state-of-the-art efforts in education assessment are guided by Item Response Theory 
(IRT; deAyala, 2009), which is based on assumptions that connect student characteristics 
with specific content pathways. However, new opportunities with GenAI may enable the 
identification of novel and personalized pathways missed by IRT in only recognizing one 
learning pathway as the most appropriate one for all students.

GenAI can also draw on contextual factors, such as social-emotional considerations, and 
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leverage a range of existing frameworks and research, ranging from culturally relevant 
pedagogy (Ladson-Billings, 1995) to the CASEL3 framework for supporting social-emotional 
growth (CASEL, 2024), to help teachers weave in an emotionally and culturally supportive 
pathway. These  contextualized pathways could enable educators to engage in focused, 
personalized teaching that supports whole-person student learning. For example, a GenAI 
system could analyze data from various sources to identify students who might be experiencing 
stress or disengagement. The AI could then suggest specific strategies or resources to the 
teacher, such as mindfulness exercises, personalized feedback, or collaborative learning 
activities, that address the emotional and academic needs of the student.

There is a broad and deep foundation of research identifying how the teaching and learning 
process can confront and counter the structural inequalities faced by racially, ethnically, 
linguistically, neurologically, and economically oppressed and marginalized students, some of 
which are explored in this research brief. Now, there are renewed opportunities to leverage 
GenAI’s capabilities in all aspects of STEM teaching—through curricular decision-making and 
lesson planning, pedagogical practices and instruction, and teacher professional learning and 
leadership. These advancements can help imagine, facilitate, and implement STEM education 
environments and experiences that eliminate structural barriers to success, providing multiple 
entry points and pathways through STEM for a more diverse, richer, and deeper STEM field.

Risks: A Critical Appraisal of Generative AI’s Promise
Whenever AI is used in the classroom, there must always be heightened concerns for the 
safety, continued learning, and well-being of the humans using and being supported or 
guided by the AI tools and systems. As the most immediate and visible, concerns about 
plagiarism and cheating are often the first raised by educators (Lee et al., 2024; Wignall & 
Hart, 2024). Such concerns are warranted: cheating impacts learning (Malik et al., 2023) and 
overall moral development over time (Chance et al., 2011).

However, the concerns should not end there. Issues of ethics and bias in AI also need to 
be at the forefront of the concerns that educators, researchers, and policymakers grapple 
with. It is important to move beyond surface-level concerns for ethical uses of and unbiased 
approaches to GenAI and focus on the promotion of justice and equity. While including 
matters of student and teacher privacy and data collection, a recent CADRE4 brief (Barnes 
et al., 2024) addresses these concerns by articulating a framework for ethical and justice-
oriented practices, as well as tools and strategies that can be adopted by education 
stakeholders as they integrate AI into K–12 classrooms. Researchers and educators should 
also look to guidance from the Responsible AI and Tech Justice: A Guide for K–12 Education5 and 
other similar frameworks to ensure that justice and ethics are always front and center.

3 CASEL stands for “Collaborative for Academic, Social, and Emotional Learning.”

4 CADRE stands for Community for Advancing Discovery Research in Education.

5 See Responsible AI and Tech Justice: A Guide for K–12 Education, published by the Kapor Foundation, 
https://kaporfoundation.org/wp-content/uploads/2024/01/Responsible-AI-Guide-Kapor-Foundation.pdf

https://kaporfoundation.org/wp-content/uploads/2024/01/Responsible-AI-Guide-Kapor-Foundation.pdf
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Data Colonialism and Appropriation
While recognizing the potential of GenAI to promote more just and inclusive STEM teaching 
through the inclusion of marginalized peoples in the design process, it is important to 
remember that many oppressed and marginalized communities are (rightfully) suspicious 
of such efforts to collect data from them (Carroll et al., 2022; Klassen & Fiesler, 2022; Scharff 
et al., 2010). These data have often come at the expense of the health and agency of the 
communities in which the research has been conducted, providing few opportunities for 
these communities to have a say in the use, scope, and outcomes of the data they provided. 
Frequently, these new understandings have been utilized to help other communities 
while ignoring the communities that provided the insights and data. In effect, the data are 
colonized and appropriated by researchers for their own purposes and benefits (Couldry & 
Mejias, 2019; Thatcher et al., 2016).

In addition to asking the important question of whose voices GenAI training data represent, it 
is critical to enter into respectful data-sharing relationships with individuals and communities 
and to focus as much (or more) on issues of data access, fairness, processes, and sovereignty 
as on issues of data collection protocols and analytic rigor. The U.S. government’s newly 
released guidelines on designing AI tools for education (U.S. Department of Education, Office 
of Educational Technology, 2024) provides counsel for AIED developers in such situations (e.g., 
shared trust, identifying and managing risk, and responsible innovation). Carroll et al. (2022) 
provide a more in-depth and specific framework for entering into data-based relationships by 
pairing the FAIR (Findable, Accessible, Interoperable, and Reusable) data principles with the 
CARE (Collective Benefit, Authority to Control, Responsibility, and Ethics) data principles. 

Idiosyncrasies and Misinformation
Other legitimate concerns pertain to the idiosyncrasy of the outputs GenAI weaves together. 
They are given to inaccuracy and can be used to reinforce and extend misinformation 
and disinformation campaigns. While researchers and engineers investigate technological 
approaches to dealing with these issues, it is also important to invest in human infrastructure 
and capital to mitigate the risks involved in this known very consequential bug of GenAI. One 
of these investments is developing a GenAI literacy specifically targeted at STEM teaching by 
incorporating such efforts into preservice teacher coursework as well as PD for in-service 
teachers. Such an effort would involve building teachers’ understanding of how GenAI works 
and helping teachers recognize not only inaccuracies, but also generic, surface-level content 
and responses as discussed in the curriculum and pedagogy sections above. This is not a 
stop-gap effort to be used until a technological fix is employed, but rather a long-term and 
sustained learning process to ensure teachers—and society—do not become reliant on GenAI 
while remaining blissfully ignorant about the technology. These investments are a pre- or co-
requisite for using GenAI tools in the ways described in this brief.

Teacher Efficiency as a Powerful Idea and Mythical Quality of AI
The promise of improving teacher efficiency in completing routine tasks is a thread that runs 
throughout this brief and the research on GenAI in STEM teaching. Efficiency is a “promise” 
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of GenAI, one that is greatly desired by the overworked and underappreciated professionals 
we refer to as STEM teachers. As research that pays attention to the productivity paradox 
makes clear, however, GenAI’s contribution to teacher efficiency is neither direct nor assured. 
It is critical to recognize these assumptions around boosting efficiency as a “powerful idea” 
(Postman, 1998)—an idea “baked into” the design and marketing of the technology. This 
leads to the possibility of efficiency taking on a “mythical quality” (Postman, 1998) of AI, a 
characteristic that is integral to the way the technology operates with cursory empirical 
evidence to back it up. Exploring the possibilities of efficiency as a component of GenAI in 
STEM teaching is an exciting and potentially fruitful trajectory, and GenAI has the potential 
to free up teachers’ time, thereby providing the opportunity for teachers to engage in more 
personalized teaching or simply making their lives more balanced and saner.

Research on the promises of efficiency, however, needs to be done within the context of 
other efforts, such as identifying the “tradeoffs” (Postman, 1998) of GenAI’s impacts on teacher 
efficiency. An increase in efficiency doesn’t necessarily lead to better, deeper teaching, nor 
is the authentic fulfillment of teachers’ professional selves guaranteed. GenAI’s impact is 
“ecological” (Postman, 1998), meaning that the effects and consequences of GenAI are difficult 
to accurately predict and may lead to outcomes that are unexpected. An overreliance on 
efficiency also sidesteps the notion that the benefits of GenAI are “unequally distributed” 
(Postman, 1998) across the educational landscape.
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Conclusion

It is difficult to predict with any certainty the true nature of the impact GenAI will have on 
STEM teaching in either the near or far future. As researchers—and optimists—we believe 
GenAI’s most promising role for STEM teaching is as an integrated component of the 
educational ecosystem, accomplishing mundane and auxiliary classroom tasks and serving as 
a thought partner for teachers. In this way, GenAI contributes to an educational environment 
where personalized STEM teaching becomes increasingly likely—but not guaranteed.

To increase this likelihood of potential positive impact, research and development should 
focus on deepening, broadening, and opening the possibilities of positive impact by GenAI 
on STEM teaching. By centering and including teachers (and by extension, families and 
communities) in efforts to design, develop, and evaluate GenAI, we deepen the potential 
positive impact of GenAI on STEM teaching. GenAI systems are then designed specifically to 
interact with teachers on issues that are critical to the teaching profession, allowing for deep 
interaction and engagement.

By ensuring diverse training corpora and investing in teachers’ GenAI literacy practices, 
such as teacher and student prompt engineering and critically evaluating GenAI outputs, we 
broaden the potential positive impact of GenAI on STEM teaching. Our world, our nation, 
and particularly our educational system are becoming more diverse, with educators doing 
their best to meet the needs and experiences of each student. Incorporating training data 
representing the diversity in the classroom—and at local rather than global scales—will 
broaden the appeal and utility of GenAI for STEM teaching. Meanwhile, preparing preservice 
teachers and supporting in-service teachers to engage with GenAI intentionally and critically 
will allow teachers to use GenAI more effectively to support personalized teaching.

By specializing, contextualizing, and paradoxically, limiting the roles of GenAI, we 
open the potential positive impact of GenAI on STEM teaching. Major AI companies, such 
as OpenAI, Anthropic, Google, and Meta, seem focused on creating a single, unified all-
purpose GenAI system—a “superhuman” intelligence capable of efficiently tackling any task, 
regardless of size or complexity (Griscom, 2024). However, this research brief highlights the 
effectiveness of GenAI when applied to specific tasks within defined domains, such as helping 
teachers interpret and respond to assessment data or serving as a thought partner in activity 
development. GenAI systems designed for these specific limited roles can be developed, 
trained, evaluated, and researched more efficiently and thoughtfully than the quixotic 
pursuit of an “artificial general educational intelligence” system. This specialization and scope 
limitation will actually broaden the potential for GenAI to meaningfully impact STEM teaching 
and foster an educational environment conducive to personalized instruction.
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While there is the potential to deepen, broaden, and open potential positive impacts for GenAI 
on STEM teaching, it is crucial to consider the likelihood of an unequal distribution of benefits 
within the educational ecosystem. Historical precedence suggests that schools and STEM 
classrooms that can benefit the most from GenAI support may, in reality, benefit the least in 
terms of student outcomes. Teachers in “underperforming schools”—which often serve poor 
urban and rural communities and students of color who face structural barriers to STEM 
learning—may be required to use a scripted curriculum or shoulder additional responsibilities 
not imposed on teachers in wealthier and predominantly white schools. Addressing these 
disparities will not come through a singular focus on the design, development, and use 
of GenAI for STEM teaching. Rather, it is critical to understand the impacts of GenAI in a 
sociocultural context with an excavation of the cultural, historical, and political factors that 
influence STEM teaching and learning in the classroom and to address those factors at 
the correct scale. Otherwise, we sustain the tradition of “tinkering toward utopia” (Tyack 
& Cuban, 1997) while existing inequalities become more entrenched. Such comprehensive 
efforts, encompassing both technological advancements and systemic reforms, will not only 
enhance our understanding of GenAI’s potential in STEM education but also fortify our ability 
to address deeply rooted inequalities. This holistic approach is essential to ensuring a more 
equitable distribution of benefits across all educational settings and to leveraging GenAI as a 
tool for reducing, rather than reinforcing, existing educational disparities.
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