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Dominant educational approaches in chemistry focus on the learning of somewhat isolated concepts and ideas about chemical substances and reactions. Reform efforts often seek to engage students in the generation of knowledge through the investigation of chemical phenomena, with emphasis on the development and application of models to build causal explanations and predict outcomes. However, chemistry has been characterized as a technoscience that blends scientific pursuit and technological goals. Besides searching for explanations, our discipline also involves the design of substances and processes to address relevant problems, as well as the evaluation of social, economic, and environmental benefits, costs, and risks associated with chemical knowledge and products. In order to develop authentic curricula, instruction, and assessments that are better aligned with the core goals and practices of chemistry, we need to understand how students’ chemical thinking progresses over time. We define chemical thinking as the development and application of chemical knowledge and practices with the main intent of analyzing, synthesizing, and transforming matter for practical purposes. In this paper we present a blueprint of a theoretically sound and evidence-based foundation for an educational framework centered on the idea of chemical thinking. Our investigations are focused on the development of a learning progression that describes likely pathways in the evolution of students’ chemical thinking with training in the discipline from grade 8 (age 13–14) through 16 (undergraduate completion).

Introduction

Dominant approaches to the teaching of chemistry in many countries tend to present the discipline as a collection of somewhat isolated topics: atomic structure, chemical reactions, chemical bonding, thermodynamics, kinetics, etc. Chemical ideas and practices are also often introduced devoid of a clear practical purpose, beyond that of explaining the properties of matter (Van Berkel et al., 2000; Eilks et al., 2013). This approach to teaching chemistry is disconnected from the major purposes of the chemical enterprise; it fails to engage students in learning how to pose and answer questions that reflect authentic chemical concerns: how do we identify, avoid, or mitigate the effects of pollutants in our environment? How do we synthesize new medicines? The topic-centered conceptualization of school chemistry stands in stark contrast to current visions for science education in the US (NRC, 2011), as well as in other countries (Waddington et al., 2007; Osborne and Dillon, 2008), in which students are expected to “… over multiple years of school, actively engage in science and engineering practices and apply cross-cutting concepts to deepen their understanding of each field’s disciplinary core ideas” (NRC, 2011, p. 2).

A central challenge in science education is the development of coherent educational models that integrate central ideas and practices within and across disciplines. One possible approach to facing this challenge is through the development of curricula and instructional models that actively and meaningfully engage students in authentic domain-specific practices, meaning the specific ways of reasoning, doing, and valuing that characterize each scientific domain (Bulte et al., 2006; Talanquer, 2013a). In the case of chemistry, those authentic practices certainly involve the investigation of chemical substances and phenomena in the search for explanations for their properties and behaviors. However, chemistry has been characterized as a technoscience that blends the pursuit of scientific knowledge with technological goals driven by human needs and conditions (Bensaude-Vincent and Simon, 2008; Chamizo, 2013). As such, chemical scientists also engage in practices that are akin to those of engineers, involving the design, application, and evaluation of methods and strategies to analyze, synthesize, and transform chemical substances (NRC, 2003).

The concept of chemical thinking can be used to capture the knowledge, reasoning, and practices that characterize the chemical
Given the above ideas and concerns, our work has focused on building a theoretically sound and evidence-based foundation for a coherent educational framework centered on the idea of chemical thinking, which can guide the transformation of curriculum, instruction and assessment in chemistry. Our work is being informed by careful analyses of the nature of our discipline (Talanquer, 2013a), the relevance of chemical thinking to modern citizenry (Sjöström, 2013), and by research on how students learn chemistry over time. In this paper we present a blueprint of this foundation, together with a description of our research efforts to actually build it. Our investigations are focused on the development of a learning progression (LP) that describes likely pathways in the evolution of students’ chemical thinking with training in the discipline from grade 8 (age 13–14) through 16 (undergraduate completion).

**Theoretical framework**

**Learning progressions**

In the past few years there has been a surge of interest in the development of learning progressions (LPs) of central ideas in the sciences that can serve as curriculum models and assessment frameworks in educational settings. These LPs describe successively more sophisticated ways of thinking about a topic (NRC, 2007; Corcoran et al., 2009) and are based on educational research about how people learn, existing pedagogical content knowledge in the area of interest, as well as on the critical analysis of the structure of the associated disciplinary knowledge. To date, educational researchers have developed LPs in science for diverse topics such as atomic–molecular structure (Smith et al., 2006; Stevens et al., 2010), force and motion (Alonzo and Steedle, 2009), genetics (Duncan et al., 2009), the theory of evolution (Lehrer and Schauble, 2012), scientific argumentation (Berland and McNeill, 2012), and energy (Lacy et al., 2012). However, there is still ample debate on issues such as what constitutes progress in a given area, how more sophisticated ways of thinking are characterized, and whether progress can be described as a series of successive levels of understanding (Sikorski and Hammer, 2010). Debate also exists on whether intermediate levels in a progression should only include simplified ideas that are scientifically sound, or whether describing scientifically inaccurate intermediate understandings may also be productive (Duncan and Rivet, 2013).

The promise of LPs lies in the potential to guide the coordination of teaching, instructional resources, and assessment with cognitive and metacognitive practices so that learning builds coherently. However, the field has not yet come to consensus on a more precise definition of what an LP is. Recently, Duschl and collaborators (Duschl et al., 2011) conducted a comprehensive review of LP research in science education across the US and Europe over the past decades. These authors reviewed critical foundational domains that have contributed to the development of LP research, including work in the areas of conceptual change, didaktik and teaching experiments in the European tradition of education (e.g., Model of Educational Reconstruction), and learning trajectories in mathematics education.
In their review, Duschl and collaborators focused on describing how LPs are being created, and how they are being validated and described. They isolated four major aspects in which existing LPs tend to vary: (1) their focus, as some LPs center on scientific knowledge without integrating science practices, while others focus on science practices without integrating domain knowledge; (2) the nature of their boundaries, as the definition of lower and upper levels (also called lower and upper anchors, respectively) varies across LPs; (3) the characteristics of intermediate states, as the manner in which different levels of understanding are studied, described, and related to instruction ranges from linear sequences of steps to complex networks of ideas, with some LPs mostly independent of instruction and others tightly linked to it, and (4) the associated models of conceptual change, as some LPs are based on a misconception-based ‘fix it’ view, while others take an evolutionary ‘work with it’ perspective.

Although the current number of investigations on LPs about different topics is relatively small, there are important studies directly or indirectly focused on core ideas in chemistry. Such is the case with the LPs associated with atomic–molecular structure (Smith et al., 2006; Stevens et al., 2010), properties of matter (Smith et al., 1985, 2010; Liu and Lesniak, 2005), the concept of substance (Johnson and Tymms, 2011), and carbon cycling (Mohan et al., 2009). Many of the findings described in these studies provide foundational ideas for initial hypotheses for our own chemical thinking learning progression (CTLP). Assessment work, such as that of Caesgens et al. (2009) on changes in student reasoning about matter, energy, and change, also provides insights into how chemistry students’ ideas and ways of reasoning may evolve over time. Before we describe our approach to the development and validation of the CTLP, which is a blended research and educational development effort, it is important to lay out the fundamental theoretical commitments that form the foundation under this work.

Theoretical commitments

Commitment 1: focus on disciplinary core practices and pedagogies. Most chemical scientists working in either academic centers or industries engage in one or more of the following disciplinary core practices: analysis, synthesis, and transformation. Analysis involves the development and application of strategies for detecting, identifying, separating, and quantifying chemical substances (Enke, 2001). Synthesis encompasses the design of new substances and synthetic routes (Hoffmann, 1993). Finally, transformation focuses on controlling chemical processes for non-synthetic purposes, such as harnessing chemical energy (NRC, 2003). Theoretical concepts and experimental procedures in chemistry are developed and applied at the service of the core goals of these different practices. From this perspective, learning chemistry should involve making sense of these concepts and procedures in the contexts in which they are relevant, and for the purposes for which they have been developed. To foster and support the development of such understandings, we need to go beyond uncovering and tracking students’ conceptions about substances and chemical processes. We actually need to explore how learners think about and apply these concepts in the context of analyzing substances, designing strategies to synthesize them or control their changes, or evaluating their effects on different systems. This type of exploration is at the core of our work in the development of the CTLP. We expect this progression to support and facilitate a shift in chemistry education to emphasize the development of chemical thinking through pedagogical approaches that engage students in authentic activities.

Various chemists and philosophers of science have argued that chemical scientists engage in well-defined approaches to practicing chemistry. Breslow defines the work of chemists as consisting of two different types of activity: “investigating the natural world and trying to understand it, while other chemists create new substances and new ways to perform chemical changes that do not occur in nature” (Breslow, 1997, p. 2). Others emphasize that, beyond increasing knowledge, chemists are obligated to engage in evaluative activity as well (Vilches and Gil-Pérez, 2013). In our view, the teaching of chemistry should rely on three major pedagogical approaches that reflect core activities in our discipline: investigation, design, and evaluation. Investigation refers to inquiry practices focused on the description, understanding, and prediction of chemical properties and phenomena. These types of activities involve the design and implementation of investigations to answer relevant questions about systems of interests, as well as the development and application of models to make sense of observations, build explanations, or predict outcomes. Major curricular and reform efforts in both school (K-12) and university chemistry have been largely based on this type of pedagogical approach. For example, the science process skills movement in the 1980s (Padilla et al., 1983; Padilla, 1986), the inquiry emphasis in the 1990s and 2000s (NRC, 1996), the 5E and 7E instructional design models (Bybee, 1997; Eisenkraft, 2003; Bybee et al., 2006), and most recently, the incorporation of science practices in the framework for K-12 Science Education in the US (NRC, 2011).

The process of design in chemistry involves the creation and implementation of strategies for analyzing, synthesizing, or transforming substances to address relevant problems. Engineering design (French, 1999) and technology design (Dugger, 2001) have some overlap with how chemists engage in these types of processes. Currently, a design-based pedagogy is largely absent from school chemistry in the US, but it becomes increasingly important as students advance in their chemistry training at the university level. In an educational setting, design activities should engage students in brainstorming ideas, identifying and analyzing constraints, weighing the benefits and tradeoffs of alternative plans, making decisions, testing ideas, and evaluating outcomes. Many of these aspects of engineering design have been included in the Framework for K-12 Science Education (NRC, 2011), and incorporated into the Next Generation Science Standards (NRC, 2013). Thus, as new standards become adopted in the US, there may be an increasing emphasis on a design-based pedagogy in school chemistry.

The third type of authentic activities, labeled evaluation, is concerned with considering, weighing, and judging the social, economic, and environmental benefits, costs, and risks of chemical products and activities. The development and use of chemical...
substances and processes demand the consideration of moral and ethical issues. In an educational setting, evaluation activities should thus engage students in analyzing complex and controversial problems or dilemmas, connecting ideas, building arguments, and making decisions while taking into consideration social, economic, political, and ethical factors. An evaluation-based pedagogy is also largely absent from school science in the US, though is incorporated in such efforts as Science, Technology, and Society initiatives (Bybee, 1987; Solomon, 1996; Eilks et al., 2013), and Socio-Scientific Issues perspectives (Zeidler et al., 2005). Its presence in university chemistry education ranges from absent to considered to some extent, depending on factors such as geography, values, and research areas of faculty, mission of the chemistry department or higher education institution, and national political interests.

For example, some chemistry departments include expertise in green chemistry, which emphasizes this pedagogical approach to chemistry research.

The development and validation of the CTLP described in this paper is ultimately concerned with characterizing learning pathways through which students' ideas and ways of thinking about synthesis, analysis, and transformation (i.e., their chemical thinking) develop through formal education, in the context of pedagogical approaches that involve investigation, design, and evaluation. This approach to the conceptualization of chemistry education shares common features with models of competence used to develop chemistry education standards in some European countries (Waddington et al., 2007). For example, “investigation” and “evaluation” are areas of expected competence in German science education standards (Schecker and Parchmann, 2007).

**Commitment 2: focus on crosscutting disciplinary concepts.**

Work in chemistry LPs, as well as related research on students’ alternative conceptions, has traditionally focused on exploring and tracking student understanding of fundamental concepts such as atomic structure and chemical bonding. In the development of our CTLP, we follow an alternative approach by analyzing the evolution of students’ conceptions about crosscutting disciplinary concepts judged to be critical in the understanding and practice of analysis, synthesis, and transformation in chemistry. Such crosscutting concepts include: chemical identity, structure–property relationships, chemical causality, chemical mechanism, chemical control, and benefits–costs–risks. As shown in Table 1, each of these concepts is linked to a core question driving chemical thinking. These crosscutting concepts are proposed as lenses through which to analyze students’ conceptual understanding of core elements of chemistry knowledge (e.g., chemical bonding, atomic structure). Our goal is to characterize how students think with such key elements as they reason about, for example, how to induce and control a chemical process (chemical control), or how to evaluate its potential impact on the environment (benefits–costs–risks). A core claim guiding our work is that the above crosscutting concepts should be used to analyze students’ understanding of chemistry as learners engage in core chemistry practices using different core disciplinary pedagogies. For example, we could explore how students use chemical bonding ideas to make claims about structure–property relationships in the context of designing a strategy to identify an unknown chemical substance. As described in the following paragraphs, existing research suggests that the understanding of the selected crosscutting disciplinary concepts undergoes vast changes with training in the discipline. This research has allowed us to build initial hypotheses about lower levels (or lower anchors) and initial steps in our CTLP.

**Chemical identity.** The development of analytical techniques to identify and detect chemical substances in our surroundings, as well as strategies to synthesize chemical compounds, is based on the central assumption that each chemical substance has a differentiating property that makes it unique (Enke, 2001). However, understanding which properties may be used as differentiating characteristics for chemical substances is not straightforward. Relevant research suggests that novice learners’ ideas and decisions about identity and category membership are constrained by the surface features and appearances of the systems of interest (Vosniadou and Ortony, 1989; Talanquer, 2009). Additionally, students tend to identify a sample of material by its history (origin and what has happened to it) rather than physical and chemical properties (Johnson, 2000). Also, they often fail to understand the difference between substance and object (Au, 1994), and between extensive (e.g., mass) and intensive (e.g., density) properties (Wiser and Smith, 2008).

**Structure–property relationships.** Making decisions about what type of substance to synthesize, what reactant to use, or what detection technique to utilize critically depends on the understanding of the relationship between properties and structure at different scales. Many physical and chemical properties emerge from the dynamic movement and interactions between the myriad of particles that make up a macroscopic sample of a substance (Chi, 2003; Levy and Wilensky, 2009). However, research indicates that novice learners tend to rely on an additive versus an emergent framework in the prediction of the physical and chemical properties of substances (Talanquer, 2008). Students implicitly presuppose that substances directly inherit properties from their individual submicroscopic components (Talanquer, 2006; Taber and Garcia-Franco, 2010). In general, students have difficulties reasoning about systems and processes at multiple scales, focusing on surface features of a system to build predictions and make decisions (Gilbert and Treagust, 2009; Cooper et al., 2012, 2013).

**Chemical causality.** The atoms, ions, or molecules that make up a chemical substance adopt stable dynamic structures

<table>
<thead>
<tr>
<th>Crosscutting disciplinary concept</th>
<th>Core question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical identity</td>
<td>How do we identify chemical substances?</td>
</tr>
<tr>
<td>Structure–property relationships</td>
<td>How do we predict the properties of materials?</td>
</tr>
<tr>
<td>Chemical causality</td>
<td>Why do chemical processes occur?</td>
</tr>
<tr>
<td>Chemical mechanism</td>
<td>How do chemical processes occur?</td>
</tr>
<tr>
<td>Chemical control</td>
<td>How can we control chemical processes?</td>
</tr>
<tr>
<td>Benefits–costs–risks</td>
<td>How do we evaluate the impacts of chemically transforming matter?</td>
</tr>
</tbody>
</table>
determined by the nature of random interactions between particles in the system. Stable structures may undergo transformations via random interactions with other particles. The likelihood of such transformations depends on both the stability of the new structures and the probability of successful interactions between particles in the system (Atkins and de Paula, 2006). Educational research suggests that novice learners rarely adopt a causal framework in which structures and events result from dynamic random interactions among multiple components. On the contrary, many students assume that phenomena are induced by leading agents acting on passive entities (Andersson, 1986; Grotzer, 2003), or consider that processes are driven by an agent’s desire or purpose (Taber, 2009, 2013; Talanquer, 2010). These ways of thinking constrain students’ ability to analyze chemical phenomena which frequently involve simultaneous random processes that occur with different probabilities.

**Chemical mechanism.** The prediction and control of the outcome of a chemical process depends on the understanding of the sequence of events triggered by the combination of chemical reactants. The identification of reaction mechanisms relies on theoretical models about the structure of matter that can be used to explain and predict properties and behaviors (Carroll, 1998). Relevant educational research indicates that many novice learners think of chemical reactions as mixing or relocation processes, with no clear sense of what happens during a chemical change (Andersson, 1990; Hesse and Anderson, 1992). In general, they have a tendency to describe the evolution of a chemical process as a linear chain of events (story or chronology). Each variable is considered one at a time, assigning a preferred direction to the process (Talanquer, 2006). Sequence of events in chemical reactions are built based on surface structural features rather than on the analysis of chemical properties and interactions (Bhattacharyya and Bodner, 2005).

**Chemical control.** The design of successful strategies to identify or synthesize a chemical substance depends on the understanding of internal and external factors that affect the stability and reactivity of chemical substances. It is also critical to understand how such factors affect the rate of chemical processes and the extent to which these processes can go to completion (NRC, 2003). Research in this area suggests that many novice learners implicitly assume that chemical processes always need to be initiated by active agents and that, once started, they always go to completion (Johnson, 2000, 2002; Taber and García-Franco, 2010). In general, students struggle to differentiate those factors that affect the rate of a chemical process versus those that determine the final state of equilibrium (Gilbert et al., 2002). In general, one can expect novice learners to conceive chemical control as something achieved by modifying external parameters, such as temperature, neglecting internal factors such as the structure of the particles involved (Kind, 2004).

**Benefits–costs–risks.** The analysis, synthesis, and transformation of chemical substances have many benefits for modern societies. However, there are also social, political, economic, and environmental costs and risks that need to be taken into account when making decisions involving the application of chemical design (Bensaude-Vincent and Simon, 2008). Research in the area of argumentation of socio-scientific issues suggest that individuals tend to selectively credit or dismiss evidence of benefits, costs, and risks based on personal values that they share with others rather than on scientific knowledge (Kahan et al., 2011). In the context of science education, science learners have been found to rely on emotive, intuitive, and rationalistic resources when analyzing socio-scientific issues, independently of their level of content knowledge about a subject (Sadler and Donnelly, 2006). Changes in students’ ability to generate high-quality costs–benefits and risk analyses seem to vary in a non-linear fashion with content knowledge acquisition (Sadler and Fowler, 2006).

**Commitment 3: focus on mapping the cognitive landscape.** We conceive the development of understanding of chemical thinking as occurring in a multi-dimensional space, in which sets of ideas become integrated in different ways as students develop more sophisticated understandings. The development of the CTLP requires the characterization of this complex dynamic knowledge space as represented by the analogy depicted in Fig. 1. The variables of the complex system represented in this figure (two variables shown) correspond to the progress variables of the LP. Wilson (2009) describes progress variables as dimensions of student knowledge or competency along which progress is expected to occur. Student understanding of a topic can be thought of as a constrained dynamic system in constant interaction with its environment (Brown and Hammer, 2008). As a result of these dynamic interactions, structures and patterns emerge representing conceptualizations or ways of thinking. These more or less stable cognitive structures may be conceived as dynamic attractors or semi-stable states, which may represent radically different accounts of a system or phenomena. We see the construction of an LP as a process of identifying and characterizing both the evolutionary path of such states from naïve to sophisticated ways of thinking, as well as the internal constraints and external conditions (e.g., instruction) that support such evolution. Our approach to developing the CTLP follows the example of Wiser’s and Smith’s work.

![Fig. 1](https://example.com/fig1.png)
Stepping stones represent productive ways of thinking that may support important reconceptualizations with proper instruction. For example, the analysis of children’s ideas about material kinds (chemical identity) reveals that at young ages materials are thought of as objects that can be categorized into different classes based on perceptual features (Wiser and Smith, 2008). It is not until children start thinking of materials as basic “constituents” of matter that they can begin to develop an understanding of the concept of substance (Johnson, 2000). Thus, conceptualizing materials as fundamental constituents rather than as simple labels used to describe different types of “stuff” can be seen as an stepping stone in the path to meaningfully understand what a chemical substance is and what cues are most relevant in assigning chemical identity.

The progress variables in our CTLP have been selected to track students’ conceptual sophistication and modes of reasoning about the six crosscutting disciplinary concepts described in the previous section. Conceptual sophistication is determined by the nature of students’ underlying assumptions about the structure and properties of chemical entities and phenomena. Modes of reasoning refer to the complexity of student reasoning in terms of their ability to connect ideas, build justifications, make decisions, and construct sophisticated explanations. To facilitate the characterization of assumptions and modes of reasoning we have identified a set of essential questions that define the critical aspects of students’ chemical thinking that we propose to explore (see Fig. 2). These essential questions are fundamental queries in the work of chemical scientists as they analyze materials, synthesize new substances, and transform matter. The answers given to these questions can be expected to depend on people’s conceptual sophistication and modes of reasoning as related to the six crosscutting disciplinary concepts represented in Fig. 2. These essential questions define the progress variables along which chemical thinking is hypothesized to develop with training in the discipline.

**Commitment 4: focus on “assumptions” to assess conceptual sophistication.** Researchers have explored and tracked different aspects of students’ understanding in the development of LPs. For example, some of them have focused on the evolution of students’ mental models of fundamental systems or phenomena (Stevens et al., 2010). Others have paid attention to the nature of the explanatory accounts built by students at different levels in a given progression (Mohan et al., 2009). In our case, changes in conceptual sophistication are described in terms of the evolution of underlying assumptions that support, but also constrain student reasoning about the relevant entities and processes in a domain (Talanquer, 2006, 2009, 2013b; Maeyer and Talanquer, 2013). A focus on “assumptions” facilitates the identification of cognitive resources that may support productive thinking at different educational levels (Taber and García-Franco, 2010). This approach also recognizes the dynamic, complex, and contextual nature of students’ ideas (Sevian and Stains, 2013; Stains and Sevian, 2013).

A variety of researchers interested in conceptual change have identified diverse cognitive elements that seem to guide, support, but also constrain students’ reasoning in different domains. They have referred to these cognitive elements in different ways, such as implicit presuppositions (Vosniadou, 1994), phenomenological primitives (diSessa, 1993), ontological beliefs (Chi, 2008), conceptual resources (Redish, 2004), and core knowledge (Spelke and Kinzler, 2007). Nevertheless, there is debate on the extent to which these cognitive elements are better described as coherent integrated knowledge systems versus fragmented collections of cognitive resources (Brown and Hammer, 2008; diSessa, 2008; Vosniadou et al., 2008). It is likely that their level of integration may vary depending on the nature of the knowledge domain and the prior knowledge and experiences of each individual.

Based on these ideas, our research has been based on a theoretical model that proposes that student reasoning in chemistry is often guided by implicit or explicit assumptions about the nature of chemical entities and processes (Talanquer, 2006, 2009; Maeyer and Talanquer, 2013). The nature of these cognitive elements may change over time with development and learning; some of these constraints may lose or gain strength depending on existing knowledge, contextual features, and perceived salient cues and goals of a task. Nevertheless, these assumptions support the development and application of dynamic mental models of the systems of interest, and help us make decisions about what behaviors are possible or not and about what variables are most relevant in determining behavior. They also support the development or application of reasoning strategies to make predictions about how the object will behave when involved in different processes or events. Thus, the characterization of progress in understanding may be facilitated by mapping the landscape of assumptions that most commonly guide student reasoning when engaged in disciplinary tasks. Talanquer (2009) has illustrated this approach in the analysis of students’ evolving ideas about the particulate model of matter. For example, many learning difficulties in this area seem to be associated with learners’ tendency to assume that substances are homogeneous entities, and thus their properties are the same at all scales (e.g., atoms and molecules have the same density or melting point as the macroscopic sample of which they are part).

---

**Fig. 2** Essential questions that define the progress variables in our CTLP.
Comprehension of chemistry (Claesgens et al., 2009) and levels of achievement in science domains (Bernholt and Parchmann, 2011). In contrast with our approach, some of these studies define different modes of reasoning by taking into account both the conceptual sophistication and the complexity in student reasoning. For example, in the SOLO taxonomy defined by Biggs and Collis (1982), student responses are allocated to a hierarchy of stages (e.g., prestructural, unistructural, multi-structural) depending on the number and level of integration of the elements considered. This taxonomy has been used as a reference by other authors to develop scales to measure, for example, quality and complexity of students’ scientific reasoning (Brown et al., 2010), performance levels in students’ understanding of chemistry (Claesgens et al., 2009), and levels of achievement in science domains (Bernholt and Parchmann, 2011).

Table 2
Hypothesized modes of reasoning describing different levels of complexity in student reasoning

<table>
<thead>
<tr>
<th>Mode</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Descriptive</td>
<td>Salient entities in a system are identified or recognized. Explicit properties are described, verbalized. Functions or properties of entities are seen as sufficient explanation for their behavior. A phenomenon is seen as an instantiation of reality; it may be re-described by merely asserting that things are as they are without referring to causes. Reasoning mostly based on experiences and knowledge from daily life. Strong influence of surface similarity and recognition on judgment and decision making.</td>
</tr>
<tr>
<td>Relational</td>
<td>Salient entities in a system are identified or recognized. Explicit and implicit differentiating properties are highlighted. Spatial or temporal relations between entities are noticed. Correlations between properties and behaviors are established but not explained or justified. A phenomenon is seen as the result of a single entity, the natural outcome of a single property or the linear combination of several properties; no mechanisms are proposed. Reduction of variables and overgeneralization constrain reasoning.</td>
</tr>
<tr>
<td>Linear causal</td>
<td>Salient entities in a system are identified or recognized. Explicit and implicit differentiating properties are highlighted. Spatial or temporal organization of and connections between entities are noticed. Relevant direct interactions between entities invoked. Although the influence of many factors may be recognized, phenomena tend to be seen as (reduced to) the result of the actions of a single agent on other entities; proposed mechanisms involve linear cause-effect relations and sequential chains of events. Reduction of variables and overgeneralization frequently constrain reasoning.</td>
</tr>
<tr>
<td>Multicomponent</td>
<td>Salient entities in a system are identified or recognized. Explicit and implicit differentiating properties are highlighted. Spatial or temporal organization of and connections between entities are noticed. Relevant interactions between entities are invoked. Effects of several variables are considered and weighed.</td>
</tr>
<tr>
<td>(a) Isolated</td>
<td>(a) Complex phenomena are seen as the result of the static or dynamic interplay of more than one factor and the direct interactions of several components. Effects of several variables are considered and weighed separately.</td>
</tr>
<tr>
<td>(b) Integrated</td>
<td>(b) Complex phenomena are seen as the result of the dynamic interplay of more than one factor and the direct and indirect interactions of several components. Explanations as interconnected stories of how different variables affect the entities involved. The effects of different variables are more thoroughly and systematically explained for multiple entities involved.</td>
</tr>
</tbody>
</table>

Commitment 5: focus on modes of reasoning to assess the complexity of student thinking. Student understanding in chemistry cannot only be assessed based on the nature of the content knowledge that students demonstrate, or on the validity of the assumptions that they make about the structure, properties, and behaviors of the system under analysis. It is also important to explore how students use the information available together with their prior knowledge to make decisions, build arguments, generate explanations, and make predictions. A variety of researchers have introduced different approaches to characterizing the level of sophistication and the complexity in student reasoning. For example, in the SOLO taxonomy defined by Biggs and Collis (1982), student responses are allocated to a hierarchy of stages (e.g., prestructural, unistructural, multi-structural) depending on the number and level of integration of the elements considered. This taxonomy has been used as a reference by other authors to develop scales to measure, for example, quality and complexity of students’ scientific reasoning (Brown et al., 2010), performance levels in students’ understanding of chemistry (Claesgens et al., 2009), and levels of achievement in science domains (Bernholt and Parchmann, 2011). In contrast with our approach, some of these studies define different modes of reasoning by taking into account both the conceptual sophistication and the complexity in student reasoning. Other scales have been proposed to differentiate how learners use knowledge of different complexity in various contexts (von Aufschnaiter and von Aufschnaiter, 2003), and work on the use of heuristics for decision making has helped us identify specific patterns of reasoning that characterize intuitive versus analytical reasoning in chemistry (Maeyer and Talanquer, 2010, 2013). Based on the analysis of existing work on assessment of student reasoning, we have identified a set of modes of reasoning that serve as initial hypotheses for our CTLP. The basic features of each of these modes of reasoning are summarized in Table 2.

Development and empirical validation

Our research work in the development and validation of the CTLP is guided by the following overarching research questions:

1. What core assumptions and modes of reasoning can be expected to characterize novice (lower anchor) and sophisticated (upper anchor) chemical thinking as related to each of the six crosscutting disciplinary concepts: chemical identity, structure-property relationships, chemical causality, mechanism, chemical control, and benefits-costs-risks?

2. What core assumptions and modes of reasoning may constrain students’ thinking about each of the six crosscutting disciplinary concepts at intermediate learning stages?

3. What ‘stepping stones’ characterize learning pathways in the progression from novice to sophisticated chemical thinking?

To illustrate our approach to developing and validating the CTLP, we briefly outline examples of the application of our framework to the analysis of data collected using an instrument (GoKart interview, see Table 3) designed to explore students’ conceptual sophistication and modes of reasoning as related to chemical identity, structure-property relationships, and benefits-costs-risks. The GoKart interview protocol is being used by teachers in middle and high schools in an urban school district in the Northeast, and by researchers at two universities in the US and one in Costa Rica. The instrument was designed to uncover students’ assumptions and modes of reasoning when engaged in an evaluation task that requires the selection of the most appropriate fuel to use in the design of a GoKart. The task thus demands students to apply chemical thinking in the areas
of chemical analysis and transformation. In the context of this problem, participants are asked a series of questions that probe their reasoning about the use of different fuels based on information about their physical properties, chemical composition, and molecular structure. An important feature of the GoKart instrument is that there is no one right answer to the choice of fuel. The final decision depends on the relative weight that people assign to different factors when making a decision. Even experts do not agree on the best answer.

We have interviewed individuals ranging from students in grade 8 (age 13) through graduate school (e.g., fifth-year PhD chemistry students), and chemistry experts in academia, industry, and government/regulatory work. The examples that are analyzed below are representative of the full data set, and illustrate different levels of conceptual sophistication and the application of various modes of reasoning along progress variable 2 in Fig. 2 (What cues are used to differentiate matter types?).

Let us first consider the case of a tenth grader (code name Maria) taking an introductory chemistry course in high school who was interviewed by her teacher. As illustrated by the following excerpt, her reasoning was strongly influenced by the assumption that natural substances were somehow better for the environment than fuels she perceived as not coming from nature:

**Interviewer:** so if all the fuels cost the same per gallon, which fuel would you choose to power your GoKart and why?

**Maria:** well, I wanna consider the environment and something that's not so harmful but at the same time it's efficient so I don't know all of them but I'm gonna go probably the natural gas, that looks

**Interviewer:** and why?

**Maria:** because well the name of it, first of all, is convincing, and it's, I feel like, I know gasoline is, can be harmful so, and I don't know so much about ethanol; I think methane could work

**Interviewer:** ok alright, so why did you decide then, it's the natural gas, because it has word natural in it?

**Maria:** yeah

The analysis of the above excerpt also reveals that Maria’s reasoning was largely based on the direct association between naturalness of the source and level of pollution, without reference to a causal mechanism to justify such link. This is an example of “relational” reasoning as described in Table 2. Maria also assumed that gaseous materials could cause more pollution, as gases get emitted into the air. As shown below, this association led her to question her initial decision:

**Interviewer:** well now after I see that the rest are liquid and this is the only one provided by gas, I’m thinking it’s a good choice but then when I think about pollution and I’m just like, I don’t know, there’s just so many factors, I don’t know

**Interviewer:** so you’re sticking with the natural gas?

**Maria:** yeah

**Interviewer:** and does the fact that it’s a gas versus the other liquids have any impact on your choice?

**Maria:** it does, it has both, has a positive and a negative effect, has the negative effect because I’m thinking about pollution, I’m thinking about the air being polluted, I’m thinking about gas in the air and it’s like, it’s not a good thing, and then I’m thinking about how it’s gas and it’s less resources I’m using from, so yeah

**Interviewer:** ok so I just want to make sure I understand what you’re saying. So because the natural is a gas it’s gonna affect the air more?

**Maria:** yeah it could possibly affect the air more

<table>
<thead>
<tr>
<th>Interview question</th>
<th>Question intent</th>
</tr>
</thead>
</table>
| 1 Which fuel would you use? Why? (list of fuels and each one’s main chemical component is provided) | • Generate mental model of the scenario
• Determine immediately accessible prior knowledge about the fuels and bases for decision-making
• Determine participant’s thinking on whether and how octane from petroleum vs. from wood pellets differ |
| 2 Gasoline and E85 are liquids, while natural gas is available as a gas. Is this important? Why? | • Determine how the participant considers state of matter
• Determine participant’s thinking on how state of matter influences fuel usage, reactivity, outcomes, and consequences of use |
| 3 E85 contains carbon, hydrogen and oxygen, while the other two fuels contain only carbon and hydrogen. Is this important? Why? | • Determine how the participant considers composition of matter
• Determine participant’s thinking about how composition influences properties, outcomes, and consequences of use |
| 4 Are the molecular structures of the fuels important? Why? (ball-and-stick drawings, with element symbols added, are provided) | • Determine how the participant considers molecular structure
• Determine participant’s thinking about how molecular size, shape, and bonding/connectivity influence properties, outcomes, and consequences of use |
| 5 In terms of how the fuels affect the environment, is one fuel better than the others? Why? | • Determine what economic, environmental, social, political, ethical, and moral factors the participant views as important to consider in decision-making
• Assess how participant evaluates benefits and costs associated with the use of different fuels |
As the third excerpt included below illustrates, although Maria had been exposed to introductory ideas about molecular structure and had learned enough basic organic nomenclature to associate names with key structural features, her final decision only involved considerations based on her two intuitive assumptions about the polluting nature of general types of materials (i.e., natural vs. artificial and gases vs. liquids):

**Interviewer:** when fuels are used in engines they can cause pollution, kind of like what you were saying, so in terms of how these four fuels would affect the environment, which of the fuels do you think would be better than others to use? as far as the amount of pollution.

**Maria:** this is when I'm like stuck because I feel like natural gas, I don't even know so much about it, I feel like it, I don't know, I feel like it's good but then when I saw that it's a gas, it's the only one that's not a liquid, I, it's kind of tricky because I don't want it to affect so much pollution like I don't think it will affect as much, as the other ones, so I still I'm persistent, still sticking to my answer, I still choose natural gas because I feel like there's a clue in natural, in the way it, natural in the name I'm thinking it's used out of natural resources, things that are not harmful, so lot of good stuff in there.

**Interviewer:** ok

**Maria:** yeah and E85 is ethanol, and you told us that the, when it has -ol at the end it's an alcohol and octane I'm guessing, isn't that it's something sweet in it? no, no, wait, no, the ending, I don't remember the ending.

**Interviewer:** right we talked about it in [the] Smells [unit] ok

**Interviewer:** is there anything else that we should know about in making this decision that I haven’t asked you yet?

**Maria:** I still stick to my choice and I feel like there has to be a clue in the word natural.

Maria is a prototypical example of a student who does not express mechanistic reasoning in her justifications or explanations, but rather relies on simple associations to make her decisions (relational reasoning). Her thinking also illustrates the influence of intuitive assumptions about the properties of chemical entities. In particular, psychological research indicates that humans have a preference for what is perceived to be natural over what is perceived to be artificial (Rozin, 2005). Natural substances and processes are often linked to a subjective impression of goodness, while the products of human intervention are frequently judged more negatively. Positive feelings about entities or individuals are known to bias human decision-making (affect heuristic; Slovic et al., 2003), particularly in the absence of prior knowledge, or under conditions of limited time or low motivation.

In our second example, we present the case of a senior (fourth-year) university student (code name Cartesian), who was majoring in chemistry and had just recently completed a physical chemistry course. Cartesian’s decisions were strongly influenced by the assumption that the best fuel would be the most available and easy to store and handle (because some sources were becoming exhausted, and because transportation and storage of the fuel could incur significant costs). His first choice was then ethanol, judged to be more abundant than the other fuels. He then switched to methane based on the assumption that gases were easier to store and transport. When asked about whether and how the molecular structures of the fuels were relevant to the choice of fuel, Cartesian expressed knowledge about structure–property relationships, but his reasoning was constrained by the search for the fuel that would be easier to store. His line of reasoning is illustrated in the following excerpt:

**Interviewer:** Okay. So now we’re going to give you the structures of these molecules. Octane, methane, and ethanol. Do you think that knowing the structure is important and does that change your decision?

**Cartesian:**...long pause)... I have to take a step back. I'm trying to be unpartisan because I know these are all sources. I took a bigger step back, knowing the structure would be an important element.

**Cartesian:**...long pause)... I don't know how in depth I should go, because we know that longer chains, you can look at the changes in boiling point and melting point and those types of areas. And you can try and maybe do an analysis of these will go at higher or lower temperatures and how much energy we would need to put in and out for the reactions to occur to be more cost efficient. But these are all pretty small, pretty similar compounds: octane, methane, and ethanol.

**Interviewer:** So from the structure you can determine melting point and boiling point and that would be important for combustion?

**Cartesian:** Yeah. You could think of it as kind of an... you could do it as an efficiency test. You could... I mean, longer chains you have more van der Waals and those types of forces, because these are all pretty similar compounds. Carbon chains, carbon chains, you have an alcohol group but that's not going to do very much. So I don't think any differences like that, for these compounds, would... I again don't think that would make too much of a difference. I think these are all pretty similar compounds for what we're using them for. I mean, you could look at the sizes and say... (pause)... we could look at the compounds and see the sizes and see how they stack if it would be more efficient for storage purposes. But methane being a gas, we could probably compress it a whole lot, so it's still probably the most efficient to store. So again, I don't really think the structures are too useful for this type of question.

Cartesian exhibited a higher level of conceptual sophistication than Maria, as he recognized relevant cues in making the targeted decision. Nevertheless, his chemical thinking was narrow and focused on physical properties of the materials. This was a common pattern observed in many of our interviews, where attention to common practical issues in the handling of substances (e.g., availability, storage, transport, safety, regular use) dominated over the comparative analysis of chemical properties. Cartesian’s mode of reasoning was also more complex than Maria’s. For example, in the previous excerpt his argument is multicomponent-integrated. He paid attention to a variety of factors, such as chemical composition, molecular size, and strength of intermolecular forces to build a causal mechanistic argument that could help him differentiate among the substances. However, the assumptions that guided his reasoning constrained his ability to pay attention to more relevant cues.

Our third and fourth cases illustrate the chemical thinking applied by two different experts in the discipline. The first of them (code name Aimake), was a professor with specialization...
in materials science and organic synthesis. In contrast with the previous two examples, his differentiation of matter types was based on a chemical argument. In particular, he considered that if complete combustion occurred, fuels could be differentiated by the oxidation state of carbon atoms in their molecules. If the combustion was incomplete, the outcome would depend on various other factors and would have to be empirically determined. The excerpt below illustrates his ideas:

**Interviewer:** Ok, last question. If your goal was to consider the environment, what would be best for the environment, which of these fuels would be best to use?

**Aimake:** That is a question that I would first make an assumption. Assume I have the most efficient engine I can get out there.

**Interviewer:** What do you mean by efficient?

**Aimake:** That it does complete combustion. If that’s my hypothetical scenario, then I would still go for octane. Because for every carbon I use, I’m going to get more energy. And for every carbon, I get one CO₂. If you use ethanol, which has less energy, I still get the CO₂, but I get less energy. So assuming, to me, the chemically speaking, the byproduct is the same. You’re going to get CO₂. So, if I’m going to get CO₂, I’d better get the maximum out of it. So it’s a cost-benefit analysis. Because for every carbon there is, I’m getting the same molecule, the same product. It doesn’t matter. But, if I’m working now with an inefficient engine, then I have to worry, oh, am I getting complete combustion? Or am I getting these other highly active molecules, sub-. . . not fully oxidized carbon products that could be really detrimental to the environment. Then in that case, when I have inefficient engine, then I have to consider the actual products themselves, which right now I don’t know. But in a case where I have a complete ideal, I would still go for octane.

The second professor (code name Caesar), with specialization in catalysis and medicinal chemistry, and who had worked in the paint industry, relied on different cues in his decision. For this individual, the source of carbon in fuels mattered. He assumed that recycling carbon atoms was less damaging to the environment than pumping new carbon into the atmosphere, therefore ethanol from a biological source (fermentation of sugars) was better than octane from petroleum, but ethanol from petroleum (via cracking) would not be better than octane from the same source. The excerpt below illustrates his argument:

**Interviewer:** Our last question is concerned with pollution. If the goal is to reduce pollution, which would be the best fuel?

**Caesar:** No question, ethanol.

**Interviewer:** Why?

**Caesar:** Because you are recycling carbon atoms. You see the cane sugar, or whatever was the source, the biological source, where ethanol comes. That is, ethanol is from a biological, a primary biological source, then we will be just recycling. If we, you would say, in petroleum we have ethane (writes C₂H₆). It can be cracked to ethylene (draws arrow, then C₂H₄ + H₂). And part of it could be hydrated to ethanol (draws arrow from C₂H₄ to EtOH, writes H₂O beside arrow). If this is the source of ethanol, then we’re just pumping CO₂ into the atmosphere. But if ethanol comes from a biological source, then we are just recycling carbon atoms. So it has to do with the origin of the ethanol. If it comes from a petroleum source, we will keep on pumping carbon into the atmosphere. But if it comes from a biological source, then we’ll just be recycling carbon. And so if you assure me that the ethanol would come from sugars, from the fermentation of sugars, that would be okay.

Both Aimake and Caesar cued on chemical composition issues in their analysis, but focused their attention on different aspects of the problem. Aimake paid attention to the ratio of energy to CO₂ produced based on the analysis of the oxidation state of carbon atoms in each fuel, while Caesar cued on the origin of such atoms. Both professors displayed high conceptual sophistication in their chemical thinking, although most of their reasoning was expressed at a relational level. For example, initially Aimake simply associated the amount of energy produced per carbon atom to the oxidation state of such atoms, without reference to any causal mechanism to justify his argument. Similarly, Caesar claimed that recycled carbons were better than new carbon atoms for the environment, without further explanation. The assumptions that these individuals made led them to rely on relevant chemical cues in making their decision, but their expressed reasoning was highly associative, relying on knowledge that was not explicitly stated. Nevertheless, both of experts were able to adopt a multicomponent-integrated mode of reasoning when prompted.

The examples presented in this section demonstrate that in order to characterize differences in people’s chemical thinking it is important to pay attention to both the assumptions (whether more intuitive or more academic) that they rely upon, as well as the modes of reasoning that they employ. The previous excerpts illustrate how a novice student cued on features that were not centrally relevant, using relational or linear causal reasoning to justify her decisions. Experts applied similar modes of reasoning, but they cued on critical factors, building valid associations that were justified by knowledge that can be made explicit. The student at an intermediate stage relied on multicomponent reasoning, but struggled to discriminate among relevant and irrelevant cues in making his decisions. The assumptions that he made were hybrids, involving intuitive ideas mixed with academic constructs. Characterizing pathways of progression may thus be challenging given the diversity of ideas that intermediate students often bring into their analyses.

As the GoKart instrument illustrates, we are exploring students’ chemical thinking in terms of their conceptual sophistication and modes of reasoning, using semi-open investigation, design, or evaluation tasks that engage students in one or more core practices (analysis, synthesis, transformation) and pose questions that allows us to elicit how students apply their knowledge in relation to relevant crosscutting disciplinary concepts. As seen in the examples, participants cue on different factors, often in relation to different crosscutting concepts. For example, Maria cued on potential harm to the environment (benefits–costs–risks), while Caesar cued on the method and source of production (chemical mechanism). Our approach thus demands the design and development of an assortment of research instruments that allow us to map the complex landscape of chemical thinking (NRC, 2001).
Final comments

Our work in the development and validation of the CTLP represents, for us, a means to rethink both chemistry education and chemistry education research in a way that is more authentic to our discipline and more meaningful and relevant to students. Our efforts provide an alternative lens through which to analyze and think about chemistry teaching and learning (Talanquer, 2013). We are carrying out this work involving and seeking the input of critical stakeholders. First, the CTLP must be true to the discipline of chemistry. Therefore, we are asking expert chemists in academia, industry, and government and regulatory sectors to help us validate important components of the LP, such as the essential questions that define our progress variables and the associated upper anchors. Second, we are working with secondary school science teachers who are not only collaborating with us in the design of research instruments and the collection research data, but are also helping us ground our development in the authenticity of real classrooms. Third, our studies involve students from a variety of educational levels and cultural and economic backgrounds. Our goal is to explore how chemical thinking develops within existing learning conditions, as well as how it could progress when considering the alternative pedagogies that we advocate. Finally, we recognize that our educational and research pursuits exist in the context of national frameworks and standards, and thus our CTLP should be responsive to them but also challenge the status quo (Talanquer and Sevian, 2013).

We expect that our efforts will result in tangible products to support and facilitate chemistry teaching and learning driven by our CTLP. We are currently developing detailed descriptions of the learning progression from novice (lower anchor) to sophisticated (upper anchor) chemical thinking along all six of the cross-cutting disciplinary concepts. Such descriptions include careful articulation of productive intermediate understandings (stepping stones) that support the reconceptualization of chemistry ideas. These descriptions are characterized in terms of core assumptions and modes of reasoning that have emerged from our analysis. We are also collaborating with teachers in our research team to create instruments that can be used both as research tools and as formative assessments in the classroom. Our intent is to produce instruments that will give teachers relatively rapid and valuable feedback on the assumptions and modes of reasoning that constrain their students’ thinking, and provide guidance on how to scaffold student learning. These instruments are taking a wide range of forms, including two-tiered tests, questionnaires with open-ended questions, cognitive interviews, and teaching experiments with specific prompts.

We are strong advocates of educational and research efforts that seek to create conditions for students to actively engage in relevant, meaningful, and productive ways of thinking in the science classroom. Nevertheless, we believe that such educational approaches should emerge from a critical analysis of the goals, practices, and ways of thinking that characterize each scientific discipline. They should also be responsive to the role and impact that the products of such human enterprise have at the personal, societal, and global levels. Equally important, they should be based on the careful investigation and analysis of how students’ assumptions and modes of reasoning progress over time under various conditions. The work described in this paper seeks to contribute to such types of efforts.
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